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ABSTRACT
Internet content is growing exponentially and skegug for useful content is a

tedious task that we all deal with today. Mobil@pés lack of screen space and limited
interaction methods makes traditional search engiieeface very inefficient. As the use
of mobile internet continues to grow there is adhiee an effective search tool. | have
created a mobile search engine that uses clustendgjuery expansion to find relevant
web pages efficiently. Clustering organizes webgsagto groups that reflect different
components of a query topic. Users can ignore @lsighat they find irrelevant so they

are not forced to sift through a long list of afipic web pages. Query expansion uses
guery results, dictionaries, and cluster labelf®tmulate additional terms to manipulate
the original query. The new manipulated query gav@sore in depth result that

eliminates noise. | believe that these two teanesgare effective and can be combined to

make the ultimate mobile search engine.
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1.0 INTRODUCTION
This section explains the growth of mobile devieesl the increased use of mobile
internet. It also argues the importance of molnternet and its potential. The problem addressed

by this project is discussed in section 1.3.

1.1 Growth of Mobile Devices

Mobile devices are becoming increasingly populauad the world. The lack of wired
line infrastructure in developing countries hasutesl in a widespread use of mobile technology.
The ease and efficiency of wireless technology adswed people to take advantage of
information and communication technologies via nepihones without land lines. Because of
this there are many development projects currentigerway and the growth of mobile
technology is endless [1]. Mobile phones provide dpportunity and growth that can transform
how people live their daily lives in countries wlenformation and communication technology
are limited. Mobile phones are inexpensive andvipge vital information and communication
access anywhere any time. According to a reporn fthe International Telecommunication
Union, the leading UN agency for information anancounication technology, “Mobile cellular
has been the most rapidly adopted technology itotyisToday it is the most popular and
widespread personal technology on the planet, withestimated 4.6 billion subscriptions
globally by the end of 2009” [2]. Figure 1 shows thercentage of people who have fixed
broadband subscriptions, mobile broadband subgmmgt fixed telephone lines, internet users
and mobile telephone subscriptions over a spand&fcade [2]. As you can see from the graph,

in 2009 67% of the world is estimated to have aitedblephone subscription.
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Figure 1. Percentage of different subscriptions ovea span of a decade Source: [2]

1.2 Popularity of Mobile Internet

The internet is a powerful tool thatdsanging the world and is steadily growing.
Looking at Figure 1 you can see that by 2009 ovquarter of the world’s population will be
using the internet. Even though that may seem dikarge number, | think it is too small,
especially because of what the internet can protadés community and improve their way of
living. The reasons that a majority of people do mave access to the internet is due to the cost
of computers and the lack of wired line infrastuetthat provides broadband services. Mobile
phones are cheaper than computers and can acaesstéinet through a wireless network.
Mobile phones have a lower maintenance cost ane tseno need to worry about viruses and
spyware. Initially mobile phone had limited memagd processing power, and the cost of
internet access was expensive with service providaarging by the kilobyte. Today mobile

phones do high performance processing and usespigld data communication comparable to



traditional broadband services. Mobile service mlexs are now providing more attractive

billing plans with flat-rate billing that encouragbigh-volume usage rather than penalize it. This
cuts down the cost for users who frequently us& thebile device to access the internet and
promotes a new age of anytime-information-accdss &pparent that the increase in mobile

internet will change how people look for and intgnaith information [3].

With great bandwidth and more attractive billingaagements more and more users are
using mobile internet on a daily basis [3]. Thepyran Figure 1 shows that in 2009 mobile
broadband subscription is over 600 million and sagpassed landline broadband subscription
[2]. Even with 600 million mobile broadband subptions this is still a relatively small number
compared to the 4.6 billion mobile subscribersalrecent survey done in the United States and
Europe it was reported that out of 80% of respotele/ino have access to mobile internet only
32% make use of it. For the people who do use raobikrnet only a third of them report being

satisfied with the mobile internet experience [3].

1.3 Problem with Mobile Internet and Informational Retrieval

One of the main problems keeping usen using the mobile internet is the limited
screen size and interaction methods on the mobileds. Currently mobile search interfaces are
designed similarly to desktop search engines, @utobile devices the screen is much smaller
and harder to see, with the buttons being cloggeth@r, which make them error prone [4]. This
in turns restricts the number of results that aspldyed on a single screen when searching.
Often snippet, text associated with search resatesfruncated and sometimes even removed to

show more results [5]. Internet content is growexgonentially, and searching for useful content



is already a tedious task on a PC but even moreolgang on a mobile phone. Searching for
information is like finding a needle in a constgrgrowing haystack and navigating and looking
through pages of results is very tedious, longadstly experience for the users [4]. According
to a study done on desktop searches users haveesaga query length of only 2.6 terms and
scroll through 2.35 pages before they find whay tAee looking for [6]. For people doing the
search on a computer this is an easy task andresqgtyiping 2.6 terms on the keyboard and
scrolling down the page and clicking the link te thext page. To do this search on a mobile
device with basically the same search interfaceghascomputer requires much more work
because of the small screen and limited interaatie@thod. Users are restricted by their text-
input and have to press small buttons to enteRt@esearch terms. Maneuvering from one page
of small text to another is time consuming and meguclicking to the bottom of the page and
pressing the link to the next page. Typical seamgines return a ranked result list to the users
and finding relevant information from the long list difficult especially if they are entering
roughly two terms per query [3]. Two term queries ahort and have the potential of being
vague and ambiguous therefore producing relevaudteewithin the first few results is difficult.
Ranked results fail to provide an overview of tlifeedent themes of an ambiguous query forcing
users to look through pages of results in ordérsovse the different topics related to their query
[3]. Limited interaction methods and the need fificent vertical scrolling annoys the users and
after many pages of results they often abandosehaech without finding what they are looking
for. A study done on mobile web search indicated tisers typically have an average query
length of 2.06 terms which is shorter than its dgslsearch counterpart. It also states that 36%
of the time single term queries are used and tlwalmdary size of the queries are quite limited

when compared to desktop searches. In additiors aserless willing to click on pages and less



likely to carry out multiple queries per sessiomeTmost shocking thing discovered was that
only 8.5% of users who do mobile searching go bdythe first page [3][4]. Users are not
finding what they are looking for in a timely fashibecause of vague queries and the users lack
of patience to go through the long list of resulisis is very understandable given the setbacks
of the mobile devices with their small screensjtkoh interaction method and high data transfer

cost.

1.4 Current Solution for Mobile Internet and its Deficiencies

To solve this problem mobile operators have presifeed content for users to browse
through. The pre-classified content are listings tihobile operators believe users are interested
in and users would browse and click on informatioely want to see. Some of the pre-classified
categories are things like sports, movies, gamedl, and all kinds of things mobile operators
believe users are interested in. Information in-g@assified documents are structured and
organized therefore allowing fast browsing. Useesrat forced to look through pages of result,
they look through pre-processed results that dierdd and organized to fit on small mobile
screens. Some mobile operators even try to pergenatings based on users browsing habits
so they can do less clicking to get to what thentwWa]. Mobile phones even offer a feature that
promotes browsing by including special purpose Ilsiogy keys to help users navigate. The
current problem with a pre-classified listing istinany times the listing does not have what the
users are looking for. There is no way mobile ofpesacan pre-classify all domains and
databases. Users are restricted to the pre-clgsiintent the mobile operator provides to them
so if it not there then the users have to do afitrowsing. Even with this problem studies show

that browsing is preferred over mobile searchingmvit comes to getting online content from



their mobile devices [8]. This just goes to show thefficiency of searching on mobile device

and how much work we have to get users from brogvgirsearching.

Studies show that people who have sophisticateddeds and PDAs are the ones that
tend to use the search capabilities. These sopdisti handsets and PDAs have flip-out
keyboards and stylus support so they are not cesdriby their text-input but are still restricted
by the small screen dilemma. People who engageal search session tended to have more
mobile online activity. The search sessions are fland to be 3 times the duration of browsing
sessions and 2.5 times the number of requests et tb 4 times the number of kilobytes
downloaded [8]. They explain this by saying thabvising is done faster because users are
usually navigating through pages they had been the past so they are more confident when
they are browsing. They say searching takes lobgeause people are usually trying to find
something new and that will typically involve mdnme and effort for the searcher. This may be
true but | believe people spend more time seardb@oguse it is more interesting and useful than
browsing. Searching provides a richer online exgrer¢ and it gives the users the freedom of
finding information that is interesting to them anat restricted by what the mobile operators
provide them [8]. Searching is the most logical artditive way of finding information but the

limited screen sized and limited interaction methptevent them from using it.

In the beginning stages of the internet browsirags wery popular and for directory
services like Excite and Yahoo it was the domini@nin of information access for desktop

computers [8]. As search technology got better npexaple started searching for information and



today it is the most dominant way of the looking fieformation on the traditional web. Like
traditional web, | believe when search technolaggffective and efficient people will transition
over from browsing the mobile internet to searchifiere is a need for improved search
facilities, facilities that need to be carefullyagded to the features of the mobile internet [5].
Only then will we see a significant growth in ma@&bdnline activity. One day mobile information
access will undoubtedly become as indispensablesthad of information access as desktop
computers [3]. | believe that mobile devices waicbme the primary platform for internet access

in the future.

2.0 RELATED WORK

This section talks about different $ins for information retrieval for mobile devices.
The first solution will be clustering web informaiti to allow fast browsing. | will be describing
two clustering algorithms, Lingo and Suffix TreeuStering (STC). The second solution will be

guery expansion and relevance feedback to allosiggenformation retrieval.

2.1 General Clustering

The traditional list based result ifdee does not scale well to mobile devices search
engines because of the amount of data that isheut.t The popularity of the internet has caused
the amount of information to grow at an enormoute rand because the information is
heterogeneous, unstructured and dynamic it iscdiffito obtain the needed information
accurately and easily. Search results are oftee lang many of the results may be irrelevant to
the user’s goal [9][10]. When search query aregeperal or vague the results returned can be

useless since there is so much information ouetHers difficult for users to find what they are



interested in so they are forced to sift throudbra list of off-topic documents [10]. For many
years now clustering and semantic grouping has agenposed solution to this problem. Search
engine clustering organizes web page results irdags that reflect different components of the
guery topic [9]. Results are grouped together basetheir shared properties, thus web pages
that relate to the same topic are hopefully platmgkther in the same cluster [11]. Shared
properties are derived from frequently occurringradgor phrases from different web pages.
When content from web pages is not available seangines often use snippets to group the
pages. Since clustering is based on words and ggtagy are used to label the clusters. The
labels help provide the users with an overviewhs tesult set so they don’t have to look at
every result even if they are the same [12]. Usemsnally don’t browse through pages and
pages of results, so by grouping them and summagrithem the users is able to browse
thorough different themes and topics related tar tipgery [9]. In traditional search engines the
relationship between different web page results rare presented and left to the users [10].
Clustering attempts to utilize the relationshipwestn different web pages automatically to help
users quickly drill down into smaller more interagtfocused results [12]. Clustering makes
short cuts to sub topics from an ambiguous quedyveeb pages can be accessed in logarithmic

instead of linear time [4].

When users know what they want, clustering alldvesrt to easily pinpoint what they are
looking for by browsing through the list of labe@@ustering is also useful when the users do not
know what they are looking for. For example, letsag the user’'s computer crashes and they get
the message “A problem has been detected and Wsmtaw been shut down to prevent damage

to your computer”. Our user is not sure what teiemd because their machine is not working



they decide to look it up on their mobile devicéey enter the message as their query and a list
of labels is returned to them. They get topics Bae screen of Death, Fix Windows, Help,
Troubleshooting, Problem, Restart your Computer mndh more. Figure 2 shows some of the
results from searching ‘A problem has been deteateblwindows has been shut down to prevent

damage to your computer’ using the Lingo clustealgprithm in Carrot2 [13].

o+

Al Topics (197)

Windows XP (35)

Blue Screen [35)

Messaqge i#5]

Error Message (16]
Installing Windows (157
Microsoft Windows (15}
Restart your Computer (13
Windows Yista (12}
Computer Help (10}

Fix (9

Boot (5}

Crashes (7}

Safe Mode to Remove or Disable
Components (7]

Support Forum i 7}

Press F& to Select Advanced
Startup Options (&)
Service Pack (6}

Driver (5]

Repair (5]

Time vou've Seen (%)

Figure 2. Lingo algorithm example from the Carrot2website

Blue Screen of Death is one of the biggest clus&ttgned and if the user decides to explore it
the user should determine that the error they gdhe blue screen of death. Other labels like
“Fix Windows”, “Help and Restart Your Computer” sid help the user figure out different
ways to fix the problem. They also have labels fiReoblem and Troubleshooting” which helps
the user figure out why the error occurred. Thelslwere returned from 200 web pages and one
can just imagine how much more time consuming itildde if the users had to manually sift
through all those results to determine things Wket is it, what caused it, and how to fix it. If
the 200 pages were returned in a standard rangednd the web pages that represent “Problem
and Troubleshooting” are in the third page of resstlie user probably would have never figure

out why the error occurred. Clustering turned tB8 Besults into 30 different labels, which are



easy to browse through and find “Problem and Trestiboting”. The user had no idea what the
error message was about when their computer shwa,dout now they have the equivalent of
looking through 200 results by looking at the 3fledent labels. Clustering allowed the user to
get a high level view of the whole query topic aliog the users to get a better topic
understanding. In addition, clustering lets thersismasily filter out labels and topics that are
irrelevant to what they are looking for. This al®whem to quickly browse through the topic and

not spend time scrolling through the results.

Clustering search results on desktompders is attracting a substantial amount of
research and commercial interest but has yet tddpoyed to major search engines. Major
search engines like Yahoo and Google have showresttin the technology and have currently
adopted some form of implicit clustering to incredlse number of different perspective in their
first page of results [4]. With all the researchd amommercial interest in clustering the majority
of people still use standard rank list search esggih believe this is because computers do not
have the limited screen size and interaction mettasdmobile devices. Desktop computers have
a keyboard, mouse and big screen so they can easiheuver through the list of results.
Clustering may be unused on desktop machine bsiiarsing to be utilized for mobile devices
[4][12]. With clustering the limited interaction dnscrolling problems of the mobile phone
becomes a non-factor because users are no loraendothrough pages and pages of ambiguous
results. They are browsing a few labels that reprethe different topics of the query and the
users can select an individual label and review different web pages inside. Users are
unwillingly to scroll through 200 results on themobile phone, but they are more willing to look

through the 30 different labels representing th@ 28sults. By organizing the results into

10



meaningful groups and categories it is easier g@raito make sense of the results and decide
what action to pursue [12]. They can decide whatgs are relevant and irrelevant. By skipping
the irrelevant groups’ users do not download tha dad this is especially useful for pay as go
mobile internet subscribers, because by filteringtbe topic they are not paying for results that
they do not want to see. Clustering makes the uUeetdike they are browsing which we know
the majority of mobile users are still doing [1Browsing is easier for mobile information
retrieval because there is less scrolling and typ@lustering may make mobile retrieval feel
like they are browsing, but unlike traditional miebbrowsing the users has the option of what
categories they want to see. With traditional n®bilowsing the mobile operator determines the
pre-classified categories the users can see. Térs gabmit a query and the different labels and
categories related to the query are returned. Whis the users can look up anything they want

and are not restricted by what the mobile opergitges them.

2.2 Suffix Tree Clustering (STC)

A popular clustering algorithm is Suffix Tree Cleshg (STC). STC is a linear time
clustering algorithm that creates groups based loases shared between documents [14]. A
phrase is an ordered sequence of one or more wamrdghey are used to summarize the grouped
documents. The algorithm assumes that documents thd same topic will share common
phrases. STC has many characteristics that mab@pitlar for clustering search results. STC
uses phases instead of words to do the clustéfimng.is a big advantage since phrases make use
of proximity information between words [9]. Phrasare useful in constructing precise and
accurate labels describing the clusters [15]. Malgorithms that label their clusters using

complex and non-intuitive methods make it diffictdr users to understand the labels. These

11



algorithms have a problem creating comprehensibgermptions and returns result that are not

feasible and interpretable to humans.

STC is a Description-Aware algorithm meaning tisahware of the description problem
and tries to carefully select meaningful phrased #te immediately recognizable by the users
[4]. The words that are common in the differentwoents are kept in the same order when they
are chosen as phrases so the users can interpnetathif they were reading it straight out of the
original documents. When the phrases are meanimgidlprecise they are used to describe the
output clusters accurately and sufficiently. ByKig at a phrase the users should precisely
know which documents are present or absent froncligter. STC also allows overlapping of
documents and clusters. Documents often have raultgpics so if we were to confine a
document to a single topic we can be losing vakiabiormation about the document and its

other topics [15].

2.2.1 The Suffix Tree Clustering Algorithm

STC is a fast, incremental and linear algorithmahhs ideal for online clustering [15].
Now that we know a little bit about the advantagéshe STC algorithm | will discuss how it
works. STC has three main steps. The first stegp@iment cleaning and this step eliminates
noise in the documents to prepare it for clusterifite second step, identifying base clusters,
searches for all the sets of documents that shammanon phrase. The last stepc@nbining
base clusters, which merges base clusters bas#ueqmercent of the documents they have in

common.

12



2.2.1.1 Step 1 Document “Cleaning”

Before the algorithm can start clustering the défé documents into groups it must first
clean all the data and remove all unnecessary gbifitem each document. The unnecessary
content adds noise and does not help to extraesphrfrom the documents or cluster them.
String of text representing each document is fickenizes and non-word tokens such as
numbers, HTML tags and punctuation are stripped. [Ide non-word token get in the way of
clustering and do not say anything important altbetdocuments content so they are removed.
Also tokens that are stop words and web-relatedlsvtirat are frequent in webpage’s are filtered
out [16]. Stop words are common uninformative esiglwords such as “the”, “it” and “on”.
Web-related words are things like “http” and “nbsphan all text is converted to lowercase so
they can be easily compared to each other duriegtifging base clusters step. Next stemming is
applied to reduce certain words to their root forike how “computer”, “computing”,
“‘compute” and “computers” are all transformed te tloot word “compute”. A light stemming
algorithm which was adapted from the porter stemisiased to reduce words to their root form.
It is considered a light stemming algorithm sinogéydhe first component of the porter stemmer
algorithm is used to decrease the processing filme first components of the stemmer algorithm
consist of reducing plurals to singulars. Alonghwiéducing processing time the light algorithm
allows phrases to be more interpretable by hum&bk The last step of document, cleaning, is
marking sentence boundaries in all of the documeéeatence boundaries are identified using
standard sentences terminators such as period, apmuestion mark and the location of
surrounding HTML tags like “<p><br><li><td>" [9]. éhtence boundaries are used to break
down documents into phrases. Texts within paremhas quotes are considered independent

phrases and are placed at the end. Phrases caroestphrase boundaries for two reasons. The

13



first reason is because phrase boundaries usuahk & topical shift and interesting phrases
usually do not cross these boundaries. The seammbn is because it will reduce the cost of

building a suffix tree.

2.2.1.2 Step 2 - Identifying Base Clusters

In the second stage base clusters are identifiety s generalized suffix tree. For a
phrase W, W1, Wo, W5 ... W;, a suffix is defined as a subsequengeW:1, Wiz, Wisz ... Wi,
where j< i. Given the phrase “cat ate mouse too” the diffiersuffixes are “cat ate mouse too”,

“ate mouse too”, “mouse too” and “too”. A genératl suffix tree is a data structure that admits
efficient string matching and querying [15]. Itedothis by creating an inverted index that
represents all suffixes from a phrase. The tregctire is used to find string matches from a

phrase and can also be used to find suffixes théththe string you are looking for.

Suffix Tree: A suffix tree T for an m-word phraseifPa rooted directed tree with exactly m
leaves numbered 1 to m. Each internal node (ndmim#e), other than the root, has at least two
children and each edge (line between two noddap&ed with a nonempty sub-string of words
of the phrase P. No two edges coming out of a madehave the same word as the beginning of
their edge labels. One of the main features oftlfex tree is that for any leaf |, the sequence of
all string edge label from the root to leagdells out the suffix of Bhat starts at position | and
spells out to the last word m which is equal ta.Sfi] [15]. A terminating character which is not
used in the phrase P is added to the last suffsonthat if the last suffix matches a prefix to
another suffix the prefix does not become a leatiwlsontradicts the definition. An example of

the suffix tree “I know you know | know” is givem iFigure 3 [15]. The example has six leaves
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marked as rectangles and numbered from 1 to 6infemal nodes are circles and the labels are
next to the edge. As you can see the terminatiagacker is ‘$’ and it allows leaf 6 to be created.
Without the ‘$’ the internal node would become tlast suffix and would contradict the

definition.

vou
]: - k -
now
know know I
/C know
5 6 =
D
you you
know know I
I | know
know know
| 2 4

Figure 3. An example of a suffix tree Source: [15]
To build a suffix tree for more than one phrasenged a generalized suffix tree. A generalized

suffix tree has every suffix for all phrases we @enparing.

Generalized Suffix Tree: A generalized suffix tietor phrase P of n phraseg Bach prase has a
length of m. The generalized suffix is a rooted directed tréd wxactlyd> m, leaves marked by
a two number tuple (d,I) where d ranges from 1 teepresenting the different phrases and |
ranges from 1 to pwhichrepresents the different words in each phrasengdinal nodes, other
than the root, have at least two children and ealge is labeled with a nonempty sub-string of
words in B. No two edges coming out of a node can have theesaord as the beginning of

their edge labels. For any particular leaf (ilje sequence of all string edge labels from the root
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to leaf (i.)) spells out the suffix of;Bhat starts at position j, and spells out to st ivord Fn;
which is equal to Pi[j..mi] [15]. Each phrase PHn has a unique terminating character that is
appended to the last suffixn® Figure 4 is a generalized suffix tree for the pasa%cat ate
cheese”, “mouse at cheese too” and “cat ate maesd15]. The internal nodes are the circles
and they are labeled from a through f. Rectangipsessent the leaves and the first number in
each rectangle represent the phrase in which ftifig stginated. The second number represents

the position in the phrase in which the suffix ttar

Figure 4. An example of a generalized suffix treedsirce: [15]
The straightforward way to build a suffix tree tophrase S of length m takes G)rime
[15]. The algorithm starts with the first suffixeghich is the whole phrase S[1... m] and it
creates a leaf that attaches to the root usinglinase as the edge label. Than it successively
goes to the next suffix S[i ...m] which starts witletsecond word so i=2 is used and it tries to
find the longest path from the root whose labelanes a prefix of any previous suffixes. If the

S[i... m] suffix finds a match with a prefix than @&ternal node is created to the root with the
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prefix being the edge label and the leaves ardentedepending on what is left after taking out
the prefix from the suffixes. If the S[i... m] sixfdoes not find a match it is attached to the root
and a new leaf is created with the edge being fhe 8] suffix. This process is done until it
gets to the last suffix S[m] and by then it sholiédle a complete suffix tree. The algorithm time
complexity is O(m) since every suffix of the phrase is comparinglite previous suffix in the

tree.

O(m?) is rather slow, but luckily several linear timiarithms exist for constructing
suffix trees. These algorithms also exhibit a tidependency on m the number of words in a
phrase. The precise time bound for the algoriten®(@m*min(log|L|,log m)) and [L| is the size
of the language we are using. There are threeidigms that meet this time bound and they are
the Weiner, McCreight and Ukkonen algorithm. | vaitit give details about these algorithms, but
| will simply mention that the Weiner’'s algorithnses larger space requirements than the two
and the Ukkonen’s algorithm is simpler than McCin¢'igy algorithm. Ukkonen’s algorithm has
useful online characteristics because it has aremental approach that can build suffix trees

while phrases are brought to memory from disk awoek [14][15].

To cluster documents into groups the STC algorithithuse a generalized suffix tree.
After the document “cleaning” we will have multipteocuments that will have phrases that are
separated by phrase boundaries. The STC algoritiinthen use one of the above methods to
build a generalized suffix tree. The documents alhaf it phrases will be in the tree and the
internal nodes will represent groups of documemis phrases that is common to it children.
Each internal node V will have a label, the common phrase. Leaves of the sub-tree of V

correspond to phrases that have suffixes that Nava it. The leaves of Y are the group of
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documents that will contain the base cluster aredctincatenation of all edge label from root to
V will be the base cluster label. Leaves are maskgld a phrase identifier, and it will contain

which document it came from and where the phrasauisd in the document [15]. Table 1 gives
an example of the different phrase clusters frogufg 3 [15]. The internal nodes that were

labeled from a to f represent the phase cluster.

Node Phrase Documents
a cat ate 1.3
b ate 1.2.3
C cheese 1,2
d mouse 2.3
= too 2.3
i § ate cheese 1.2

Table 1. The six phase clusters from Figure 4 Sougc[15]
Each base cluster or internal node is guarantedu ta maximized base cluster. A maximized
base cluster is a base cluster whose phrase chamttended by any word without reducing the
group of document. Because all suffix of phrasescampared with every suffixes from other
phrases to make base clusters we know we are getieximized base clusters. After the
different documents are in the generalized suffiee tthe maximized base clusters are scored
based on the number of documents and phrases.ifThasscore is suppose to represent how
useful the maximized base cluster is and will bedus filter out bad base clusters. The equation

to calculate the score of the maximal phrase alusteith phrase mis:

S(m) = |m[*f(|mp[)* Xtfidf(wi)

|m| is the number of documents in phase clust¢mghis the number of words ingand wis the

words in m. The function f penalizes single word phrases amehrds phrases that have longer
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phrases. Term frequency inverse document frequétiicf) is a technique that is used for

assigning weights to individual words. The moreyérent the word is in the document then the
more important the word is to the base clustedfTdiso takes into account that if a term occurs
in almost all the document than the term is propalok that important and has a smaller weight.
When the tree is traversed and all the scoresacelated the maximal base clusters is filtered
based on their score. If the maximal base clusteresexceeds a predefined Minimal Base

Cluster Score the cluster would be used and béschot it would be removed [17].

2.2.1.3 Step 3 - Combining Base Clusters

When we were identifying the base clusters we viiging documents that share the
same phrase. However some documents may share thereone phrase since STC allows
document overlapping. If this occurs distinct bakesters can overlap and sometimes clusters
are identical. To avoid having nearly identical datusters the third step merges base clusters
with high overlap in their documents sets [14][15. decide if two base clusters should be
merged an equation is used to measure the similafithe document set overlap. Given two
base clusters mand m with |[m|and |m being the number of document in each cluster| and

m; | representing the number of documents commonpttolase clusters, the equation is:

Merged mand mif |m N m|/ |m| >a and [mN m|/ |m| > o else do not merge.

a also known as Merge threshold is a constant betvdeand 1. The values typically used is
a=.6. After phrase clusters are merged the uniadh@documents we used as the cluster and the

label would be combined [9]. For labels that arbseti of one another the labels would be
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merged [16]. Figure 4 shows the base cluster fadstetl merged with the merge threshold being

7 [15].

Phrase: cat ate
Documents: 1.3

Phrase: mouse Phrase: cheese
Documents: 2.3 Documents: 1.2

Pllr'lse ate
Documents: 1,23

Phrase: too Phrase: ate cheese
Documents: 2.3 Documents: 1.2

(a) =10

Figure 5. Merged base clusters based on the six leaslusters from Table 1 Source: [15]

Base clusters that remerged have a line connetitiery. The base cluster are sorted by their
scores in descending order and processed oneénaé.aBach base cluster is compared to the rest
of the base clusters and when there is a mergekawiil connect the two base clusters. When

two base clusters are merged the score of the Bge blusters are added together. After the
merge process is done then all base clusters atedsby their scores and the base cluster

become the different cluster of the documents.

2.2.2 STC Evaluation

Oren Zamir and Oren Etzioni evaluated the STC #lyorand compared it against other
cluster algorithms [14]. To do this they had 10rnpsand they clustered 200 web pages using
the different algorithms. To calculate the preaisaf each clustering algorithm they manually

went to each cluster and assigned a relevance jewlgfor every webpage in that cluster. They
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went through every web page and used its contedetermine if the page was relevant to the
cluster. Figure 6 shows the comparison betweenvHr®us clustering algorithm and their

average precision [14].

0.40 STC
GAHC ]
Fractionation [ |
g Buckshot —
@ 0.30 — -
b K-means
a Single-Pass [
0 020 ] =
T
@
>
(]
0.10 —
orginal list
O[]D I_‘ 1 1 1 1 1 1
algorithm

Figure 6: The average precision for the different lustering algorithms Source: [14]
The figure shows that STC algorithm scored the ésghn the experiment. They believe the
algorithm had good results, because STC uses htasaentify its clusters and that it naturally

allows overlapping [14].

Oren Zamir and Oren Etzioni also showed how clusgesnippets affect the performance
of different algorithms. They did the same tesba®re but instead of using webpage content
they use the webpage snippet to do the clusteFilggire 7 shows the average precision for the
clustering algorithms using snippets compared ¢oaVverage precision on the original webpage

collections [14].
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Figure 7. Average precision for clustering algoritims with and without snippets Source:
[14]
The average precision for clustering snippet dais & slight decrease compared to using the
webpage content. Snippets are search engines atbéraxtracting meaningful phrases from the
original web pages. The fact that snippets only mesaningful phrases eliminates some of the
noise present in web pages that might cause mssidasion and this is why they believe using
snippets barely decrease the average precision{ldstering snippets uses less memory and
time than clustering web pages. It was also ndtie¢ when using web pages to do clustering
there were more clusters and each cluster had welbepages. This is due to the fact that web
pages have more content than snippets so more esatrle found [16]. Clustering snippets

returned by search engines is a reasonable andyspkernative to using web page content [14].

A great advantage of the STC algorithm is thasésuphrases to discover and describe its
resulting groups. This advantage makes STC a gifgatithm but it also causes problems. The
order of words in phrases is important in STC dmslis a problem for documents that relate to a

phrase but have the words in a different order. tA@io problem with using phrases to do
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clustering is that if a document does not have@mgses but is still is relevant to a cluster it wi
not be included. STC clusters document based oasphrand if the document doesn't have the
phrases it will not be included in the cluster. @agping is another advantage of STC but it can
cause problems when clusters become too big and ase forced to sift through the results.
Since documents can be in more than one clustatiffieeent cluster can become large and have

too many documents in them.

A big disadvantage of the STC algorithm is thaiges a suffix tree. A suffix tree is an
efficient way for identifying common phrases betwedocuments, but it has a large memory
requirement and poor locality characteristics. iQuffee also tends to remove high quality
phrases leaving less informative ones. The diffeteresholds and parameters of a suffix tree

play a significant role in the cluster formatiordanning them is extremely difficult [17].

2.3 Lingo
Lingo is another clustering algorithm that uses dlescription comes first motto [14].

Although the algorithm does take into account thality of its document allocation the majority
of its computation is finding meaningful phrasesldbel its clusters. Lingo is a description-
centric algorithm, and unlike STC it dedicates finst few steps to finding good labels and
descriptions. The creators of Lingo believed tliat cluster cannot be described than it has no
value to the users and must be dropped. Carefedtsah of label candidates is important and the
topics must be unique and cover the different topit the search results. If labels are
unambiguous we have the same problem as rank lsswhd we must start over and try again.
The aim of clustering is to cut down the numberesult users need to sift through. Clustering

allows us to step back and look at the bigger pictWWe do not care about the individual
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document but rather about the group of documerdstaa underlying semantic label description
that represents them. To the users the labels bausihderstandable so that when we generate

labels we will find meaningful, concise and acceranes that give an overview of the topic.

The majorities of clustering algorithm are Data-@ienand focus on cluster content
discovery and then try to find a fitting label bdasen the content of the groupings [10]. Very
often similarity among documents do not corresptmduman readable labels therefore the
labels that represent these clusters are useldsthamhole cluster becomes meaningless to the
users. Figure 8 shows two search engines thahededta-Centric Scatter/Gather algorithm. The

left one comes from Lin and Pantel and the riglg ocomes from Hearst and Pedersen [4].
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Figure 8. Clustered web results using Data-CentriS§catter/Gather algorithm Source: [4]
As you can see the description label for each etuste insufficient and it becomes impossible to
comprehend the meaning of the web pages in eastecld hese algorithms first clustered the
web pages and than found frequent key words toritbestheir clusters. Because these key words

do not take in account word proximity and phradey fare hard to understand. They might know
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how the certain web pages are similar, but theyndb know how to describe the actual

relationships [18].

To avoid the labeling problem Lingo reverses théaB@entric process and finds good
cluster labels first and then assigns documentsatd label [18]. They do this by combining
several existing methods to put extra emphasis eanmgful cluster labels. They extract
frequent phrases from the input documents, hopnag) they are the most informative human
readable description for the cluster labels [10jlyGafter Lingo finds human-perceivable cluster
labels will they start to find similarity betweerociments and labels for their clusters. The
quality of the clustering is a result of ensuringttb description and content of the resulting
groups are understandable to humans [18]. We alresiéblish that the Lingo description label
process takes this into consideration, but we mteexplored how Lingo groups its content to
make it understandable by humans. Lingo might wequent phrases to label the different
cluster, but they do not use these phrases tothfiadlifferent cluster groups. To find different
cluster groups Lingo uses abstract concepts disedvasing singular value decomposition
(SVD) [10]. SVD is used to get abstract conceptafuhput document to create different cluster
groups rather than finding frequent occurring wot@lsnake clusters. In most documents it is
very common for people to use synonyms and prontmasoid word repetitions. This makes it
difficult for clustering algorithm like STC, whichenerate label and clusters solely on frequent
occurring terms. When using synonyms and pronoaimgglace certain words, this usually leads
to many phrases that are similar but differ by ontwo terms [10]. Lingo overcomes this
problem by using SVD to identify abstract concefiisese abstract concepts are phrases and

words that do not relate to each other and reptedte different topics obtained from the
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different snippets. These abstract concepts mag phxases and words that clearly represent the
topic but are usually hard for humans to interm®iabels. That is why the phrases and words
from the different abstract concepts are not usetalzels. Instead Lingo compares the abstract

concepts to the frequently occurring phrases sptha use them as labels.

2.3.1 The Lingo Algorithm
Now that we know a little about the ginalgorithm and some of its advantages lets look
at how the algorithm works. Like most clusteringalthm the first step is preprocessing and

then frequent phrase extraction, cluster labelétida and last cluster content allocation.

2.3.1.1 Preprocessing

When Lingo is used for web result clustering westdu the data based on web page
snippets instead of the actual webpage. The maal gb preprocessing is to remove all
characters and terms that can affect the qualitgrofip labels. Lingo is pretty efficient when
dealing with noisy data but because snippets asil without sufficient preprocessing SVD
would return abstract concepts of meaningless &eqterms [19]. Four steps are performed to
prune snippets so that it can produce meaningfuhde text filtering, document’s language

identification, stemming and stop word marking.

Text Filtering:
Text filtering is the removal of all terms that argeless and bring noise to the description
of the cluster. HTML tags like <body>, &amp and <are removed from the snippet because

they have no value to the cluster labels and ale tbere for presentation purposes. Also non-
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lettered characters such as #, $ and % are renimuteshite spaces and sentence markers (e.g ‘.’
‘2 'I') are kept to identify sentence boundari®ote that stop words are not removed because

they will be used for language identification [19].

Language ldentification:

In order to do stemming and stop word marking foee input snippet Lingo must
determine the language. Different languages haffereint stemming algorithm and stop words
so they must first determine what language the pstips before they can proceed. Lingo
automatically determines the language for eachadnts snippets so clustering can be done on
multiple results from different languages. Thisvesy convenient for users because they don't
have to select what language they are using, anddan view results from different languages.
Lingo uses the ‘small word technique’ for its laage identification algorithm. The way this
algorithm works is it gets the stop list for aletlanguages it supports and it goes through the
document looking for words that are in the différetop lists. The stop word with the highest
number of occurrence is selected and the langulage the stop word came from will be

identified [19].

Stemming:

After determining what language is used for eaclpp@t an appropriate stemmer
algorithm will then be used for that language tonoge suffixes and prefixes. Doing this
guarantees that different forms of terms are treatea single term and this should decrease label
ambiguity. Because bare stems are difficult for aomto understand the original term is stored

and presented to the users [19].
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Stop Words Marking:

Language recognition allows Lingo to determine wétap list to use to mark the stop
words in the input snippet. Even though stop wirage no descriptive value they can help users
understand and disambiguate long phrases. For dgaocgmpare “Chamber Commerce” to
“Chamber of Commerce”, the first phrase may not ens&nse to the users if it was used as a
label. For this purpose Lingo only marks the stapds and does not completely remove them.
By marking the stop words Lingo can prevent stopdsdrom being used as cluster labels and
ignore them when they start or end a phrase whestezing. If stop words are not marked they

could have meaningless cluster labels such as,“thiéand “on” [19].

2.3.1.2 Frequent Phrase Extraction

The next step in the Lingo algorithm is frequentgsie extraction. The process is done so
that they can discover phrases and single termscmapotentially explain the verbal meaning
behind the SVD derived abstract concepts [20].rolepto pick phrases and single terms that

Lingo will use as its cluster labels they use disafray.

A suffix array is an alphabetically ordered arrélb suffixes of a string. Each suffix of a
string is represented by a single integer thatgisakto the position of where the suffix starts.
Because the array only stores the position of wileeesuffix starts in the string, it is not
necessary to store the text of the particular suffo get the actual suffix all you need to do is
get the substring of the original string, startatghe integer value in the suffix array to the end

of the string. Figure 9 has an example of a sufray for the string “To_be_or_not_to_be” [19].
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Suffix Array Suffix denoted by S[i]

s[0]] 15 _be
s[11]| 2 _be_or_not_to_be
s[2]]| 8 _nhot_to_be
S[3]1| 5 _or_not_to_be
s[4]1] 12 _to_be
s[5]]| 16 be
s[e]| 3 be_or_not_to_be
S[71] 17 e
s[8])| 4 e_or_not_to_be
s[9]| 9 not_to_be
s[10]]| 14 o_be
sf11]]| 1 o_be_or_not_to_be
s[12]] 6 or_not_to_be
s[13]1| 10 ot_to_be
s[14]]| 7 r_not_to_be
s[15]( 11 t_to_be
s[16]| 13 to_be
s[17]] O to_be_or_not_to_be

Figure 9. Example of a suffix array for the string“to_be_or_not_to_be” Source: [19]
The figure shows the suffix for each element in shéfix array, for clarity the suffix is shown
next to each array element, but we must remembeiotily the suffix start position is stored. We
can also see that the array is sorted by the ssffiBecause the text being sorted are all suffixes
of the same string there are algorithms that ekpias and can sort suffix arrays in O(NlogN)
time complexity. Suffix arrays can be used to dedior substrings in a string allowing a wider
choice of text searching operations. Searchinggthilike “Is X a substring of T?” can be
answered in O(P+lognN) time, where P is the lemtthe substring X and N is the length of T
[19]. Suffix array have longer construction timeththe alternative suffix tree but have less
space overhead. Space overhead used by suffixvegies from 120% to 240% the size of the
original text. Space overhead for suffix arrayenty 40% the size of the original text [19].

Suffix arrays are used to facilitate the procesaxjuent phase extraction. To be considered

as a candidate to become a cluster label a phrasegbe term must:
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1. Occur in the snippet at least a specific amountimmé depending on the term frequency
threshold. It is a widely accepted assumption thequently occurring terms in snippets
have strong descriptive power. Also, by omittingrequent words they are doing less
computation and saving time [19].

2. Not cross sentence boundaries. Phrases usuallyod@xtend beyond one sentence so
sentence boundaries where marked in the preproggskase to prevent this.

3. Not begin or end with a stop word. Phrases that st#&h or end with stop words are not
readable cluster labels and therefore omitted. $topls that appear in the middle of the
phrase are important to cluster labels and shoaikilpt [19].

4. Be a complete phrase. A complete phrase is a phhatecannot be extended by adding
proceeding (left complete) or trailing words (rigttmplete) without making the phrase
different form the rest. Complete phrases areebetescription for cluster than partial

phrases [19]. For example, President George W. Bualibetter than President George.

To find phrases that match these rules a suffiayais loaded up with the input snippet that
are preprocessed. The phrase discovery algorithrksawn two steps. In the first step left and
right complete phrases are discovered by lineardysing the suffix array in search of frequent
prefixes, because the suffix arrays are sortedxa®efare grouped together and easy to find.
Each time a prefix, is identified information abatstposition and frequency is stored. To get the
left and right complete phrases they scan throbghstuffix array twice. In the second step the
left and right complete phrases are combined irgetaof complete phrases [19]. After they get
the set of complete phrase and terms they only keemnes that exceed the term frequency

threshold. Suffix arrays are used because theycamenient in implementation and very
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efficient [19]. Lingo can identify all frequent pmses in O(N) time where N is the length of all

input snippets [20].

2.3.1.3 Cluster Label Induction

After obtaining the frequent phrases and singlmsethat exceed the frequency threshold
they can be used for cluster label induction. Treeeethree steps to the cluster label induction
and they are: term document matrix building, alestcencept discovery, phrase matching and

label pruning.

Term document matrix building:

The term document matrix A, also known as the t malrix is built based on the
collection of input snippets after the preprocegghase. In the t x d matrix, t stands for the
unique terms and d stands for the number of doctsnenin our case snippets. In the matrix
the column vectors represent each snippet andtheectors denote the terms used to represent
the documents. Lingo uses single terms to consth&cA matrix instead of phrases because it
feels that it is more natural to use sets of singleds to represent abstract concepts.
Additionally single terms allow finer granularity description. The element; & a numerical
representation of the relationship between ternrmd document j. There are many ways of
calculating @ and the one Lingo uses is the tfidf scheme thasaw in the STC algorithm.
Again tfidf is a technique that is used for assigniveights to individual words. In Lingo words
that occur in the snippet titles are scaled by @stant factor s=2.5. In figure 10 we have an
example of a t x d matrix with d=7 snippets, t=Brte and p=2 phrases that was obtained by

using the frequent phrase extraction with the su#frays. The matrix is weighted using the tfidf
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weight scheme and is normalized [19].

The t=5 terms: The d=7 documents:
T1: Information D1: Large Scale Singular Value Computations
T2: Singular D2: Software Library for the Sparse Singular Value Decomposition
T3: Value D3: Introduction to Modern Information Retrieval
T4: Computations D4: Using Linear Algebra for Intelligent Information Retrieval
T5: Retrieval D5: Matrix Computations
D6: Singular Value Analysis of Cryptograms
The p=2 phrases: D7: Automatic Information Organization

P1: Singular Value
P2: Information Retrieval

The 5x7 term-document matrix after column length normalization (tf-idf weighting):

0.00 0.00 056 0.56 0.00 0.00 1.00
0.49 071 0.00 0.00 0.00 0.71 0.00
A=1049 071 0.00 0.00 0.00 0.71 0.00
0.72 0.00 0.00 0.00 1.00 0.00 0.00
0.00 0.00 0.83 0.83 0.00 0.00 0.00

Figure 10. Example of a t x d matrix Source: [19]

The term document matrix can also be used for mé&tion retrieval. To do this we must
take a users query and represent it by a vectirelicolumn space of the term document matrix.
So the query becomes a pseudo document that isflmm the query terms. To do the query
matching we must compute the distance of all docusw#® the query vector. The most common
measure calculates a cosine between two vectong weictor dot product formula. Figure 11
shows information retrieval for the query ‘Singul&lue’. As you can see document 1, 2 and 6

returns as matching search result. The other doetsng® not match and are ignored [19].
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The query: Singular Value

The query vector before length normalization:

¢=(0.00 1.00 1.00 0.00 0.00)

The query vector after length normalization:

g-(0.00 0.71 0.71 0.00 0.00)

The query-document similarity vector:

4"A,=(0.95 095 0.00 0.00 0.95 095 0.00)

The matched documents:

D1: Large Scale Singular Value Computations

D2: Software Library for the Sparse Singular Value Decomposition
D5: Matrix Computations

Dé: Singular Value Analysis of Cryptograms

Figure 11. Information retrieval for the query ‘Singular Value’ Source: [19]

Abstract concept discovery

To get the abstract concepts from the matrix A theg singular value decomposition
(SVD). SVD is a technique of extraction which atpgsto reduce the rank of a term frequency
matrix to get rid of noisy and synonymous words argloit the underlying latent structure of
concepts in the snippets. SVD is an algebraic nektifanatrix decomposition that is used for
finding the orthogonal basis of the original terrmcdment matrix. The basis consist of the
orthogonal vectors that hypothetically represemt different topics presented in the original
term document matrix. To do this SVD breaks thedtmatrix A into three matrices {J, and V
such that A= Uy V'. U is a t x t orthogonal matrix whose column vestare called the left
singular vectors of A. V is a d x d orthogonal matrhose columns vectors are called the right
singular vectors of A. Finally is a t x d diagonal matrix having singular valaé#A ordered
decreasing along its diagonal [19]. Figure 12 shawsexample of the three decomposition
matrixes U,Y. and V obtain from the term document matrix frorgu¥e 10 [19].
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Figure 12. Three decomposition matrixes Uy, and V from Figure 10 Source: [19]

The rank rA of matrix A is the number of non-zenogsilar values along its diagonal. The
first rA columns of the U form an orthogonal bafis the column space A and represent the
different abstract concepts from the original t&focument matrix. We should note that only the
first k vectors of matrix U should be used to detieve the different abstract concepts. In Lingo
the Candidate Label Threshold q, the rank rA ofrix@ and >’s singular values are put into a
formula to determine the value of k. The bigger viakie of g the more abstract concepts are

derived from U. Figure 13 shows the U aifdmatrices obtained from SVD decomposition of

(0.00 0.85
0.67 0.00

=067 0.00

0.30 0.00
L0.00 053

0.00
-0.21
-0.21

0.95

0.00

-0.53 0.0 1.68 0.00 [ 0.00 0.00 0.00)
0.00 0.71 0.00 1.62|0.00 0.00 0.00
0.00 -0.71 =000 0.00]1.09 000 0.00
0.00  0.00 0.00 0.00 | 0.00 0.62 0.00
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0.00 0.60| 0.00 037 0.15
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0.57 0.00|-028 000 -0.76
000 053] 000 -0.85 0.00)

the term document matrix A from Figure 10.
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Figure 13. U and). matrices obtained from SVD decomposition of Figurd.0 Source: [19]
Assuming we use g=.9 the value of k =2 which meaeshave two abstract concepts that we

will take into consideration. Column vectors of k& gair wise orthogonal which results in rich
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diversity among the different abstract concept tbbecause they cannot share the same terms.
Basis vector also are expressed in the A matrix tgpace so the different rows are terms that
represents the different abstract concepts. With tte two abstract concept obtained by the
matrix U are ‘Singular Value Computations’ and dnhational Retrieval’. As you can see
‘Singular Value Computations’ is a good abstractaspt that represents a subset of the different
snippets, but it is not a good label. It not a gdaael because the subset of snippets that the
abstract concept represent does not have the Wanmmputations’ in it. ‘Computations’ is a term
that SVD decided was important but not common amalhghe subset of snippets. Also the
abstract concept are a collection of terms thasemndar to the documents but the terms are not
in any particular order and can not be used addale find an appropriate label to this abstract

concept Lingo must do phrase matching [19].

Phrase matching:

Frequent phrases and single words obtained fronfrdggient phrase extraction can be
used to build a P matrix. The P matrix size is #tpvhere t is the number of frequent terms and
p is the number of frequent phrases. Matrix P if by treating the phrases and single terms as
pseudo-documents and using the tfidf weighting sehavith length normalizing. Figure 14
show the P matrix for the two phrases “Singulaugaland “Information Retrieval” along with

all the single frequent terms obtained from thedient phrase extraction [19].
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0.00 0.56 1.00 0.00 0.00 0.00 0.00
0.71 0.00 0.00 1.00 0.00 0.00 0.00
P=10.71 0.00 0.00 0.00 1.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 1.00 0.00
0.00 083 0.00 0.00 0.00 0.00 1.00

Figure 14. The P matrix for the phrases and terms &irce: [19]

They consider single term at this stage becauselibkeve that frequent single terms describe
abstract concepts better than phrases. Since bethaat concepts U and frequent phrases P are
expressed in the same matrix A term space theyrdete how close a phrase or single term is to
an abstract concept by computing the cosine veatorproduct. The cosine dot product will
return a distance measure that will compare anculzEé which phrases or single term will be
used as a verbal representation of the differesiratt concepts. Having the P matrix and the ith
column vector of the U matrix, a vector, of cosines of the angles between the ith abstract
concept vector and the phrase vectors can be asécubs: iU;"P. The column phrase that
corresponds to the maximum component of thevector will become the human readable
description for the ith abstract concept. The vatfieghe cosine will become the score of the
cluster label candidate. Figure 15 present the Mriméor the label candidates el “singular
value” and e2 “information retrieval” along withetin scores. Because we choose the maximum

component only one phrase or single term is usesaribe an abstract concept [19].

r 092 0.00 0.00 0.65 0.65 0.39 0.00
M=U!P=
0.00 097 0.75 0.00 0.00 0.00 0.66

The e=2 candidate cluster labels:

El: Singular Value (score: 0.92)
E2: Information Retrieval (score: 0.97)

Figure 15. The M matrix for the label candidates Sorce: [19]
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Candidate label pruning

Lingo does not want labels that are similar so theyne overlapping label descriptions.
To do this they take V to be a vector of clustdrelacandidates and their score. Lingo then
creates another term document matrix Z where tinste labels candidates serves as documents.
From there Lingo does column length normalizatiod aalculates ZZ which returns a matrix
of similarities between cluster labels. For eactv tbhey pick columns that exceed the label
similarity threshold and keep only the cluster lat@ndidate with the max score [19]. Our label
description candidates ‘Singular Value’ and ‘Infatonal Retrieval’ are clearly different from
each other. Because of this we will skip this pheseur example and move to the cluster

content discovery phase.

2.3.1.4 Cluster Content Allocation

After Lingo gets the different cluster labels theppresent the different abstract concepts it
needs to assign the different snippets to the $ael do this they use matrix Q which has the
cluster labels presented as column vectors. Thay tiike C = GA where A is the original term
document matrix for the snippets. So the resuéllothe elementjcof the C matrix indicates the
similarities between the jth documents to the itsier label. A snippet is only added to the
cluster label if it exceeds the snippet assignrtteeishold. Snippets not assigned to cluster labels
will be defaulted to a cluster labeled ‘Other tgpidigure 16 has matrix C and the different
clusters of snippets and their labels. As you @ ‘Matrix Computation’ does not belong to a

cluster label so it is default to ‘Other topics9]1
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0.00 0.56 CoO" A 0.69 1.00 000 000 000 100 0.00
0.71 0.00 = 7 10.00 000 1.00 1.00 000 000 056
0=071 0.00
Information Retrieval [1.0]
0.00 0.00 Introduction to Modern Information Retrieval [1.00]
0.00 0.83 Using Linear Algebra for Intelligent Information Retrieval [1.00]

Automatic Information Organization [0.56]

Singular Value [0.95]
Software Library for the Sparse Singular Value Decomposition [1.00]
Singular Value Analysis of Cryptograms [1.00]
Large Scale Singular Value Computations [0.69]

Other Topics
Matrix Computations

Figure 16. Matrix C shows the different clusters ad their labels Source: [19]
Now we need to scores the different clusters amutlse results. The formulas to score a cluster
is Cluster Score = Label Score * Number of Snippktd-igure 13 the score of each cluster is
right next to the cluster label and in our exantpky are normalized so that the highest score is

1.

2.3.2 Lingo problems

Lingo is a great description-centric algorithm blére are disadvantages. Lingo uses
SVD decomposition to find unique abstract concegtd it uses suffix array to find frequent
occurring phrases to describe them. Suffix arrayg 8VD decomposition are computationally
demanding and the whole process is time consurAmgther problem with Lingo is it has many
thresholds and variables that greatly impact theeltathey choose and the content that are
assigned to them [19]. These variables may chaegerdling on the users doing the searching

and the type of searching they are doing.

2.4 Query Expansion
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Typical queries usually return a few relevant wedgygs but occasionally miss many
important ones that are potentially important te tisers. This is due to the fact that there are a
lot of relevant web pages out there and many adehgages are indexed by terms that do not
match users’ queries. For typical web searchesatleeage query size is 2.6 terms [6]. This is
generally too vague and can return pages thata@reslevant to the users. Terms that may relate
to relevant web pages may not be indexed by theirnttzrefore are excluded from the results.
The goal of query expansion is to improve retriexfé¢ctiveness, it does this by finding terms
that the relevant web pages are indexed by andh@dbem to the original query [22][23]. By
adding additional search terms we get a more gpegifery that is less ambiguous and will
return web pages that reflects the underlying mfatton needed. In order to get relevant web
pages the query and the web pages must have teenapyv Query expansion increases the

chances of term overlap and tries to prevent tersm@aiches.

The goal of query expansion is to have a highigi@t and recall. Figure 17 shows how to
calculate precision and recall for a given query.

Precision — \number of relevant web pages retrieved from query)
(total number of web pages retrieved from query)

Recall = (number of relevant web pages retrieved from query)
(total number of existing relevant web pages)

Figure 17. How to calculate precision and recall
Users want high precision because they do not wesift through irrelevant web pages trying to
find what they want. They want high recall becatissy want to be able to find relevant web
pages without having to resubmit new queries. Aglderms that are relevant to web pages that

users are trying to find will increase recall sirthey are retrieving web pages that would have
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been missed. The terms will also increase precisince they are getting more relevant web

pages.

Web pages are heterogeneous, unstructured and ayttamefore finding relevant terms is
difficult. In natural language many terms and parasve synonyms therefore search engines
will retrieve web pages regardless of the possilldtiple meanings. Another reason users get
irrelevant web pages is because many time userotdknow the domain of their search query
[24]. Because they do not understand the domatheofjuery topic they do not know the proper
terms to use to find relevant web pages. Querymsipa generates suggestions to the users for
deepening the search context for a specific corf2{t Now that we know the importance of
guery expansion | will how explain how WordNet, stler labels and relevant feedback are used

to find terms for expanding queries.

2.4.1 WordNet

WordNet is an online lexical database that is miynbauilt to provide word relationships
between different sets of synonyms. WordNet is laimio a standard dictionary in that it
contains definitions of words and their relatiopshibut it differs since it organizes its terms
conceptually and not alphabetically. WordNet hasosym sets that represent lexicalized
concepts. For instance the term “software” is i@ #ynonym set {software, software system,
software package, package}. These synonym setrgami@aed in a hierarchical tree structure that
show semantic relationship between the differemtorym sets. The semantic relationship
between two synonym sets is a parent child relatipmwith the child being “a kind of” the

parent. So given the “software” synonym set we hthes children synonym set {program,
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freeware, shareware, upgrade, groupware}. So théreh synonym set is “a kind of” the parent

synonym set. For example “freeware” is a kind dftware”. Also the software synonym set can

have a parent set and for our case it the {codaepsym set. Figure 18 shows the parent child

relationship for the “software” synonym set [26].

| abstraction
= .
&
#
I
_ _o_uding system |
| code

s ) Synonym 5et

I

| software Eq—t{m‘t‘ﬂam syste:r'n| E.aﬂﬂware pa::l-r,age: package !

\ Synonym Set

Figure 18. A parent child relations ship for the “©ftware” synonym set Source: [26]

The purpose of WordNet is to provide a combinat@indictionary and thesaurus that is

intuitively usable for automatic text analysis. WNet shows synonyms and relationships

between terms that can be use for many applicatimhsding query expansion [26]. The various

semantic relationships between terms in this hobgacan be used as terms for query expansion.

When users type in a query the different terms @inatsynonyms or are terms that are a part of

the parent child relationship will be used to expémeir query. By choosing the specific terms

from WordNet the users are getting precise reghlis are hopefully what they had in mind.

WordNet has proven that it can be used in queryaesipn, but it strongly relies on the

characteristics of queries [26].

The terms generated from WordNet are not currewt are collection independent.
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WordNet is manually-built and outdated since therimet is changing every day. Search engines
need to be up to date with current events and nmedugts on the market because users are not
going to wait. WordNet terms are collection indegmt because they are not based on web
pages. WordNet is manually-built by humans just like dictionary, and like the dictionary the

relationship between the terms are static, stradtand depend on human understanding and
interpretation. As mentioned before the interngbeterogeneous, unstructured and dynamic so
adding terms from WordNet can be counterproduciivengs that are logical and make sense to
humans may be different on the internet, thereferms that are added to the users query can
bring noise and the search may return large amotintrelevant results that will decrease

precision [23] [26].

2.4.2 Cluster Labels
Query expansion terms can also be generated basetyramic clustering of query

results [25]. The different clustering labels canused to identify the context of an ambiguous
query [25]. By identifying the right context we dmabiguate the query and get a more specific
result. Clustering organizes the different topiesumed by the query, and it allows the users to
have an overview of the query. They can see tHerdiit topics and choose the cluster label that
they see fit for query expansion. The cluster laladlow users to see different topics they may
have missed if they were using typical search ewgifo get the different cluster labels for
guery expansion the users needs to first enteinthal query. After the initial query results are
returned the web pages are clustered and labeledldifferent cluster labels are used to expand

the original query.
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Unlike WordNet cluster labels are collection depemt because the labels are generated
by the title and snippets of the different web magéluster labels are terms and phrases that co-
occur with the initial query. As data on the inttrchanges so does the clustering labels. Current
events and new products that are on the interrebeipicked up by clustering algorithms and
can be used for query expansion. It is well knohat for specific topics terms and phrases that
describe these topics tend to co-occur more fratyutran it would for different topics. Because
of this clustering algorithm can exploit this knoatt to find different clustering labels to use
for query expansion. There are many times users baen unsure about a query and decide to
make the search anyways. As you browse throughethdts you start to see different terms and
phrases and you realize these are the terms Ighavke used initially. The terms may have just
passed your mind, or maybe they are new and yoarnéeought or imagine that they can be
helpful. So after you find the terms you like yoopg and paste them to modify your original
guery. When you are using cluster labels for queqyansion you are doing the same thing as
when you where copying and pasting. Instead of bmogvthrough the result of the initial query
you are browsing through the different clusters tiapefully pick up the terms that you wanted
to see. By just looking at the cluster labels yo® saving time because the clusters group the
semantically related pages so you can quickly getveerview of the specific result set and you
can filter out the result that do not want to s@¢e By easily selecting the cluster label you want

to use for query expansion you are saving timeesyau eliminate copying and pasting.

The problem with using clustering labels for querpansion terms is that sometimes the
different labels are not meaningful. Sometimesedéht terms and phrases that co-occur with the

initial query is pure coincidence and the clustdyels have no semantic meaning. The cluster
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labels are generated purely from the data out taecesometimes information on the internet
does not make sense [22]. Internet content are mpdd web pages that are put out there by
anyone and they can talk about anything they wRatple occasionally put out spam that are
indexed by a lot of terms in their title and snitgpso that people would click on their pages and
see their advertisements. These web pages usuellyralevant to what the users is trying to

find and bring noise to the query expansion pracess

2.4.3 Relevance Feedback

Relevance feedback is the process of taking amlimjuery and taking the web pages
returned from it and using the information aboutettier or not they are relevant to perform a
new refined query. Terms and phrases that come fedevant web pages that are chosen are
used as terms for query expansion, and terms frogtevant web pages are used to filter the
results. The idea behind relevant feedback is timatnew reformulated query is expected to
retrieve more web pages identical to the one tlzat nvarked as relevant and to remove ones that
are identical to the irrelevant ones. | will mentitwo ways to get relevance feedback: implicit

feedback and explicit feedback.

Implicit feedback is where the system attempts stnete what the users may be
interested in by looking at what web pages thegkell on after a search query to determine
what pages are relevant and irrelevant. Implic#dfeack assumes that if users click on a web
page they are marking that page relevant and yf doenot click on a web page they are marking
it irrelevant. Some implicit feedback search eegigo beyond just clicking the page to see if a

page is relevant. They measure how long userscstay given web page, check if users print
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from the web page, and check to see if the page boakmarked [27]. Because implicit
feedback is done by the system automatically, ntemgs different users’ queries are saved to
increase efficiency and to potentially be use t@leynthe “wisdom of crowds” to increase the
chances of picking relevant pages to generate qerggnsion terms [28][5]. Implicit feedback
is done to save time and create less work for seesuwhen they are using relevance feedback to
expand their queries. The terms are often autoaibtiadded to a users query or used to modify
a user’s query behind the scenes. In real timangatsers usually do not want additional tasks so
search engines do the query expansion without ggki@ users [27]. The problem with doing
guery expansion behind the scenes is sometimey gx@ansion can create noise, and | will

explain noise later in this section.

Explicit feedback is based on users’ indicationmbiich web site of a search result are
relevant and irrelevant. Users explicitly mark stdd web pages manually as either “relevant”
or “irrelevant” and terms and phrases that areaekd from these two types of web pages will
be use to either to expand a query or to filteruarg to eliminate noise. Terms and phrases
extracted from irrelevant web pages are used t@r fdut the new query and they do this using
the exclude words from search feature. This featieeway to filter out terms that are returned
from search engines. By putting ‘-’ before termsi e telling the search engine to not return
web pages that have that term in them. Terms arakph extracted from relevant web pages are
used to expand the new query. For explicit feedheseks usually have the choice of using the
different terms to expand and filter their resulBecause users have to select relevant and
irrelevant web pages along with choosing what telomsse this can be time consuming and may

discourages the users [27].
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2.4.4 Query Expansion Example

Query expansion is a technique that has been priovea helpful and is implemented by
many search engines [22][26]. A good example isytakoo! Web search engine in 2010. The
expanded query suggestion appears just below dwersdar [15]. Figure 19 shows a list of

guery expansion terms for the initial query “nfl”.

nfl Web Search

nfl draft
nfl power rankings

2010 nfl trade rumors
nfl schedule
nfl undefined
Figure 19. Yahoo! Web search engine in 2010 that &S query expansion

One of the main problems with this interface ist thgers can only select one query expansion
term to refine their search. A lot of times whermrgsare doing query expansion they want to
select multiple terms and phrases that they cartausefine their search and this interface does
not provide that. If users want to select multipteases and terms they need to make multiple

searches and do copying and pasting.

2.4.5 Query Expansion Problems

In the Yahoo! Web search engine the query exparisions are suggestions that they can
use or ignore. Many search engines use query eixqgaagtomatically, and the users are never
aware that query expansion terms are being usefiwertheir query [22][23]. These search
engine use query expansion automatically to redweehead time that is wasted when users are
trying to decide which query expansion terms to. \&arch engines that use query expansion
automatically are very confident in the terms thgyose and usually have complicated
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algorithms in order to choose their terms wiselutdmatically query expansion tends to
improve the average overall retrieval performanganhproving certain queries and making it
worse on others. Quite often automatic query expanends up hurting the overall retrieval
performance because of semantic noise. Semantse tioat is added to results leads to query
drift and low precision. To make sure the benedi$weigh the cost, search engines that use
automatic query expansion do a lot of testing t&kensure query drift is small enough so that
guery expansion can still be helpful. A common thste to evaluate automatic query expansion
is to look at web pages that are already classdisdi run searches twice. One test will be done
with query expansion and the other test will beedatithout. Because the web pages are already
classified search engines can easily calculateigioecand recall to compare the two searches

[24].

When query expansion is done manually especiallxplicit relevance feedback it can
be very time consuming. There is a lot of overhe&en users have to scan through pages and
decide which pages are relevant and irrelevany, e need to select terms they want to use to
expand their query. Users can select multiple teayn®oking through the suggestion and select
the ones that they like and dislike. This is doheuat-time and this iterative process requires
clicking on web pages and terms evaluating thdevence. This overhead and extra time
discourages users from query expansion and keeps fitom using it. Manual query expansion

needs to be done efficiently and intuitively in erdor it to be utilized.

3.0 MOBILE SEARCH ENGINE

So far | talked about the popularity of the molpleone and the increasing usage of
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mobile internet and its importance. | mentioned pheblem with mobile internet and how the
small screen size and limited interaction methadgsgnt people from using search function on
mobile devices. Then | spoke about clustering amery expansion and how it helps the users
quickly find data from the increasing heterogeneausstructured and dynamic internet. My
research aims to developing an innovative solutivet improves the users experience for
searching on the mobile internet. | will combinettbalustering and query expansion to help

solve the problem of mobile phones small screem aim limited interaction methods.

3.1 Tools
To do the clustering | use an open source projeibea Carrot2 which was founded by
Dawid Weiss and Stanislaw Osinski. Carrot2 is ggam that can be used to cluster web results

and it can be found attp://project.carrot2.ord/A3]. The open source project can use either STC

or Lingo as its clustering algorithm. To do thersbang and query expansion | used three
different major search engines Google, Yahoo! anctrdgoft Live. They each have api’s that are

easily used to query their databases. The good #tout using major search engine api’ is that
as their information retrieval process is enhanogd mobile search engine will get those

changes. The mobile search engine that | createdtiactually implemented on a mobile phone.
| use Java Swing to mimic a mobile phone screem @ input capabilities. The screen size and
scrolling is similar to an iPhone. Users can scitwlbugh the results by selecting any point on

the result pane and moving it up and down.

3.2 Product

My mobile search engine clusters results, and #ilssvs users to either browse the
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content or refine their search by using query exmamand relevant feedback on the cluster
labels. The mobile search engine also allows tleesu® do a typical search and get a ranked
result list back. To start this process the usessénters a search query. The picture on thereft

Figure 20 shows an example of entering the quenaris” in the text area box. If the users
decides to do a ranked result lists search thay ¢ha press the “Search” button. The center
picture in Figure 20 shows the results for “sharkéter pressing the “Search” button. The
different web pages returned will be represented loyle of the web page (in bold), the snippet

describing the web page (below the title) and tR(embedded in the title as a link).

|sharks | [ custer | [sharks | [ custer || [sharks | [ cwster |
| search | Back | [ [Searcn| || [Admit [~] [omit [» [ Refine |
a| a
Shark Guide - Discovery Channel = ) E|
Discovery's comprehensive guide to sharks. Cove San Jose Sharks (12} (>} |
ring everything about sharks from where they live, Q
whatthey eat, and how they behave with stories, v
ideos, maps and ...
@ Great White Sharks (10) ©
Shark - Wikipedia, the free encyclopedia (=]
Wikipedia provides a great deal of information ab
out sharks, their biology and classification, acco
mpanied by photographs and diagrams.
P et g < Shark Pictures (13) ©
s -
Sharks - Livescience.com
Learn about sharks, one of the most mysterious g
roups of creatures roaming the Earth today. LiveS 4]
cience offers pictures, features, and current news Shark Facts (19} 1>}
about sharks. =
Sharks & Rays - Animal InfoBooks o
Comprehensive reference about sharks from Sea || Types of Sharks (9} L > .
WinAdd Thair intaract natam tanr all et =l | Q -

Figure 20. The initial screen, the screen after “Sach” and the screen after “Cluster”
The first result from this example is titled “Sha@kiide — Discover Channel” and users can get
to this page by clicking on it. The snippet desagfthe web page is right below it. There were
199 web pages returned by this search. Many tinsesstknow the subject and the different
terms to use to find what their looking for. Becaw$ this we give the users the option of using a
typical search engine. Using this search functipnallows the users to get the result faster and

there is no time spent clustering results and logkhrough the different labels. The users can
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search terms that will return a list of web pagedesl by rank that search engines assign to
them. If the users decide they want to see thereifit cluster labels from their query they should
press the “Cluster” button. The right picture irglie 20 is the result of clustering the term
“sharks”. When “Cluster” is chosen the differentister labels are displayed (in bold) with the
number of web pages in parenthesis next to them.cCluster labels give an overview of topics
covered in the search results and help the usergifig specific groups of web pages they are
looking for. For instance “San Jose Sharks” widaveb pages that are related to the San Jose
Sharks hockey team in California. Only 50 clustdaels are returned which is a lot less than the
200 result that the regular search engine retur@eahlling the 200 results with the small mobile
screen is time consuming when compared to scrolhegh0 cluster labels. Clustering makes the
users feel like they're browsing, which we alredahow is the preferred way of information

access for mobile phones.

After the users press the “Cluster” button they geew the web pages in the cluster by
selecting the blue arrow next to the cluster labbk left screen in Figure 21 shows the cluster
label “Great White Sharks” and the blue arrow righkt to it. The right screen in Figure 21 is
the different web pages that are in the “Great WBiharks” cluster label after pressing the blue
arrow. The layout of the list of web pages in thester is the same layout that is used for the list

of result returned by pressing the “Search” button.
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sharks , great white sharks, tiger sharks at Liv
eScience.com

LiveScience.com explains sharks , great white sh
arks |, tiger sharks, pictures of sharks and hamme
rhead sharks

Great White Sharks (12)

use guery expansion. To do this the users needotothrough the different cluster labels and
find cluster labels that they feel are relevant mrelevant. When users find a cluster label tbat i
relevant they press the green plus sign that igreghe cluster label. After the users presses the
green plus sign the whole box that surrounds thstef label will turn green and the cluster label
will be added to the drop down box that says “Adnmithe users can view the different cluster
labels that they mark relevant by clicking on tmepddown box. The drop down box will drop
down and all the cluster labels will be listedusiers decides that they no longer want the cluster
label they can press the red minus sign to takehmutluster label and the box surrounding the
label will turn white. Figure 22 shows the diffetatuster labels that are marked relevant for the

query “sharks”. Notice the “Admit” drop down listithr all of the relevant cluster labels that are

Figure 21. A cluster label and the result of lookig into a cluster label

If users do not found a cluster label that haxtyavhat they are looking for they can

selected.

The Great White Shark

Food and feeding behavior, and habitat and distri
bution information for the predator the Great White
Shark, Carcharodon carcharias.

Sharks and Rays: News & Videos about Sharks
and Rays - CNN.com

People.com: Warning: Shark Sighting at Celebrity
Surf Beach. Check out the 10-ft. great white cruis
ing the bay where Matthew McConaughey and oth
er celebs hang 10! ..

Dr. Alice Christie's HSW4Kids: Animals

Thav ara fich nnat mammals and thav ara nna nf
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Firgure 22. The relevant cluster labels selected
For cluster labels that users find irrelevant tkay press the red minus sign that is before the
cluster label. After users presses the red mirgrsthie whole box that surrounds the cluster label
will turn red and the cluster label will be addedthe drop down box that says “Omit”. If users
decides that they no longer want the cluster ladbk marked irrelevant they can press the green
plus sign to take out the cluster label and the faoxounding the label will turn white. Figure 23
demonstrates the different cluster labels that@aked irrelevant for the query “sharks”. Notice

the “Omit” drop down list with all of the irrelevaluster labels.
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Figure 23. The irrelevant cluster labels selected
One of the advantages of having buttons to dedidtuster labels are relevant or irrelevant is
that it saves users time since they do not nedgipi® these phrases with their mobile phones.
Skilled mobile phone users can type up to 21 wpatsminute, while PC users can do at least 60
words a minute [28]. Relying on users to type irradgowould probably prevent them from web

surfing via mobile phone.

After users has selected the relevant and irratetlaster labels that they want to use for
guery expansion they can press the “Refine” bufitne refine button will take the relevant and
irrelevant cluster labels and use the Boolean amb/aparch option found on most search engines
to do query expansion. The Boolean advance optlowsusers to get a more specific result by
taking phrases and putting “AND” between them sgytban get results that have all the phrases
in them. They can filter and make sure none ofrdsilts have a given phrase by putting “-”
before each phrase. To use the Boolean advancenopti a search engine | need to prep my

relevant and irrelevant cluster labels. The fingtg is to check if the string in the text area Isx
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contained in any of the strings in the relevanst@ulabels. If it is not than | add it to the lat
relevant cluster labels. The reason this checle@essary is because if the original query or what
| have in that text area box is part of the listeevant cluster labels than | do not need toiuse
for query expansion. The next step is to go throalgithe relevant cluster labels and surround
each label with quotes and concatenate them wéhsthng “AND” between them. Then | go
through all the irrelevant cluster labels and sumdthem with quotes and concatenate “-” before
each cluster label. After | finish | get a new sfyithat has all the relevant and irrelevant cluster
labels and | query it against a standard searcimenghe web page results that | get back should
be specific to the different phrases | picked fritva relevant cluster labels and should filter out
web pages that relate to the irrelevant clusteglfaldhe unique thing about my query expansion
is that users decide what cluster labels are ratesad irrelevant and they are allowed to choose
more than one. Query expansion search engine¥dikeo! only allow users to select one query

expansion phrase, and | do not believe that isceerfit.

3.3 Clustering vs. Query Expansion

Now that we know a little bit about my mobile sdaengine and how it works, let us
look at how it can be used. Clustering and quepaasgion complement each other in my mobile
search engine. The two methods can benefit fromaoi¢her and help the users find web pages
efficiently and intuitively. | have already spokeout how clustering is ideal for mobile
searching because the way it groups results aadallisers to easily find relevant web pages by
browsing through the different cluster labels iasteof looking through pages of results.
Clustering has had little commercial success faktigp search engines, but because of the

unique limitation of mobile internet there has beegreat deal of research on clustering on
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mobile devices [4][12]. In the next three sectibmgll speak about three scenarios where query

expansion improves clustering.

Clustering is a great tool for organizing searcduhs on mobile devices but occasionally
the list of cluster labels are vague and not mefninand thus the users do not find exactly
what they’re looking for in one particular clust€hey might see multiple cluster labels that they
are interested in, but this becomes a problem lgstering search engine because they only
allow looking at one cluster at a time. To view thierent web pages in multiple clusters would
require going in and out of each one of the clesteoking at their associated web pages
individually. Because clustering is supposed tcasse the different topics from the results, the
different web pages in each individual cluster gunay not be relevant to users. The users
want to find web pages relating to the combinedtelulabels, but because the two clusters are
different from each other the combined result friblm might not make sense. For example if a
user wants to see what is going in football theyMeluster the query “NFL”. Then as a result
they see two clusters that they are really intecesh: “Denver Broncos” and “Draft Picks”.
Figure 24 shows the different cluster groups thatraturned after clustering the search term

“NFL”. As you can see the two clusters that therliges are highlighted green.
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Figure 24. Two selected cluster labels “Draft Picksand “Denver Broncos”

So the user selects “Denver Broncos” because tkeythis team and they select “Draft Picks”
since they would like to see who the Denver Bronawes going pick in this upcoming draft.
When the user goes into the “Denver Broncos” clutey see news about the team, where to
buy tickets and so on but they see nothing abaudthft. So then they look in the “Draft Picks”
cluster and they see a bunch of web pages thaé teldhe upcoming draft but they see nothing
about the Denver Broncos. Separately these twaetkiare different but when you combine the
two meaning of the cluster label you get a whole déferent topic. To solve this problem we
can use query expansion. Earlier we talked abowut Wwe can use cluster labels as terms for
guery expansion. To solve this problem we will jdst that, combine the two cluster labels
“Denver Broncos” and “Draft Picks” and the pagetsime will be about the Denver Broncos and
information about their upcoming draft. Query exgian allows users to reformulate the query
and combine the two cluster label terms and resutivai query. The newly refined query will
return a more specific result that is tailored He terms and phrases that were chosen by the
users. After query expansion users should be ableetect the top returned result and find

exactly what they are looking for.
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Another problem with clustering that query expansielps with is viewing web pages
from a small cluster. Many times clusters that rhayrelevant to what users are looking for are
too small and only have a few web pages. Thes¢éethusay be small because the original query
that was used for the initial clustering may hatteelsimilarity and co-occurrence with the small
clusters. With query expansion users can selectltister label that is relevant and use it as a
query expansion term. The returned result will bestaof web pages that relate to the cluster
label. So to the user it does not look like they asing query expansion. It just looks like they
selected a small cluster and turned it into a lgter. An example of this can be if the user
clustered the term “Tahoe”. After the list of clerst are returned the user decides that they are
interested in the cluster “North Star” because ihithe ski resort they want to look at. The user
sees that the “North Star” cluster label only Hase¢ web pages in it. With query expansion the
user can use the cluster label “North Star” andrmefilate and resubmit their query. The user
will then get a whole list of web pages that relatéNorth Star” ski resort that is a lot more than
three web pages from the cluster. This is perfectciustering because now we never have to
worry about getting a cluster that is too smallFlgure 25 the first screen to the left shows the
list of cluster labels for the query “Tahoe”. Aswycan see the cluster label “North Star” only has
three web pages in its cluster. The second scred#metright is the result after using the cluster

label “North Star” as the query expansion phrase.
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Figure 25. This is an example of doing query exparm on a small cluster.

Query expansion can be used with clustering fantend phrase filtering. A lot of times
users submit a query and are bombarded with rethadtshave a lot of noise and are irrelevant.
With query expansion user can select web pagesatieatrrelevant and select the terms and
phrase they want to remove from their results. Tiilegr the noise that is returned by the result
so they do not have to look through the irreleyaages. Imagine clustering the query “Tahoe”
again. The user looks through the cluster labets getides that they want to look for some
“Lake Tahoe Lodging” but they do not want to stay“South Lake Tahoe”. So using query
expansion they select the cluster label “Lake Tabodging” to expand their query and they
chose “South Lake Tahoe” to be excluded from thesult. The resulting page is a list of Lake
Tahoe lodging in the North Lake Tahoe region. Sif®®uth Lake Tahoe” was a phrase that was
chosen to be excluded from the result we do noasgdodges that are from South Lake Tahoe

in our list of results. All lodges that are in Solitake Tahoe most likely have the address “South
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Lake Tahoe” in their title and snippets so we carpletty sure the results return is anywhere in

Tahoe but South Lake Tahoe. The first screen tdefien Figure 26 shows the list of cluster

labels for the query “Tahoe”. As you can see thastelr label “Lake Tahoe Lodging” is

highlighted green because it will be use for quexganding and the cluster label “South Lake

Tahoe” is highlighted red because the terms wilubed to filter the result and all the pages that

have the phrase “South Lake Tahoe” will be markedreelevant and excluded. The second

screen to the right is the result after using quexyansion for the two cluster labels. Note that

the first top three pages returned are lodgind\farth Lake Tahoe and not South.
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Figure 26. An example of using filtering in query gpansion

In these three scenarios we are using cluster dafoel query expansion terms and

phrases. We are also using explicit relevance feddibecause the user is using an iterative

process in where they select relevant and irreleteams and phrase for their query expansion.
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Because the user has the option of what phraseteand are included and excluded from their
results they are eliminating noise that is usuallysed by query expansion. With little noise
users are getting higher precision and recall amedgetting relevant web paged faster and
efficiently. They no longer have to sift throughnmerous pages of irrelevant web pages because

of the time and effort put in removing the noise.

Now that we talked about how query expansion cdp bleistering it is also true that
clusters can help query expansion. Many times quetgansion consists of too much
computation overhead and not worth it. The timensdending the relevant and irrelevant
phrases and terms is time consuming and the usstter off doing a regular search. When we
use clustering to get the cluster labels for quegansion we cluster the different web pages
returned to us. If the user sees a cluster lalzlithexactly what they are looking for and the
cluster has enough web pages they do not haveetquesry expansion. So rather than using
guery expansion on the cluster labels the userlghjast be able to select a cluster label and
view the web pages inside. When the user initislligmitted the query to the clustering engine to
get cluster labels for query expansion the clustegine returns the cluster labels and the web
pages that associated with them. Instead of ubegluster labels for query expansion the user
can just view web pages in the cluster to save.thmeexample of this is showed in Figure 27
where the user clusters the term “iPhone” and @sctfiat they like the cluster label “iPhone
Accessories”. “iPhone Accessories ” has 11 relevesth pages and the user decide to browse

through the 11 web site shown to the right.
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Figure 27. An example of using the clustering metitb
Many times viewing web pages in clusters are prefeover query expansion since users do not

want to view too many pages.

Clustering is also good for query expansion wheersislo not know much about the
subject. Because clustering will show the differtapics that relate to the initial query users can
scan through them and get high overview of the yjuepics. Users can skip over irrelevant
clusters and only explore the clusters that they dee important. The different cluster labels act

as a summary of the different subjects of the query

4.0 EVALUATION
Before actually doing any kind of evaluation on mgbile search engine | first need to
decide on which search engine, cluster algorithioh settings | am going to use. These three

options will greatly affect the outcome of my ewation so | must look at them carefully.
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4.1 Search engine

The three major search engines that | have bednatway for my mobile search engine
are Yahoo!, Google and Microsoft Live. These thsearch engines are very popular and all have
java api’s that make it easy for developers to gagainst their databases and get back web page
titles, snippets and URL. The first thing | didtest which search engine | was going to use was
to see which search engine returned the most sedultant a lot of results so the clustering
algorithm can generate more cluster labels so ldmauery expansion. To get the maximized
search results returned for the three search engdimaist change the number of results setting.
After observing the search engine | notice thatdeangine api's do not allow their databases to
return more than 1000 results. So | changed thaltsesetting to 1000 and do eight queries
against the three search engines. The graph ind-Rfishow the different number of web pages
returned for the eight queries that | ran againgbdgke, Yahoo! and Microsoft Live. The last

graph shows the average web pages return forghit gueries.
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Figure 28. Number of result return from Google, Yalwo! and Microsoft Live
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The average number of result return by the eighbtiga can also be seen in Table 2. As you can
see from the graph and the table Google returnbtest average amount of results. By looking
at the graph you can see Google never returns mhare 32 results and the average result

returned is 31.6.

Search Average
Engine g
Google 31.625
Yahoo! 856.875
Microsoft Live 917.375

Table 2. Average result return for the eight queris on the different search engines

This is a problem because with only 32 resultsdifferent clustering algorithm will only return
6-12 different cluster labels. This may be enougisters if we were just using clustering for our
mobile search engine, but because we are also dpiegy expansion this is not enough terms
and phrases for users to scan through and refeiedgbery. They need more options so they can
mark relevant and irrelevant to get result back thaspecific and do not contain noise. For
general clustering the user wants a low amount la$ters because the whole idea about
clustering is to try to limit the amount of infortian the user has to browse in order to find what
they are looking for. If the number of clustersas high the user might be better off just looking
at the actual web pages instead of browsing thraiigster labels. Because my mobile search
engine is using both clustering and query expankimuist find a right balance that will allow
users to look at clusters or use query expansioenwthe cluster do not provide the answers.
Because using Google will only return 6-12 différeiusters we will not use Google as our
search engine. This is really unfortunate becausmglé is the most popular search engine and it
is what | use personally. To get more than 32 tesBbogle requires that developers sign up for

keys. These keys are limited and determine the mmaxi number of queries per day and
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maximum number of fetched results per query. | waly personally able to get one key which
was not enough for me to do my evaluation on thegiosearch engine. Google limits the
numbers of keys they give out to prevent traffictbeir databases. So now that we eliminated
Google we are left with Yahoo! and Microsoft Liverom Table 2 you can see that Yahoo! and
Microsoft Live have on average 857 and 917 web pagelts returned respectively. For my
mobile search engine | will only cluster 200 welggmand use query expansion to get 200 web
pages so these two search engine return more tiwrgle results for me. To determine which
search engine to use | had 10 users try the twalsemgine on my mobile search engine for 5
minutes each search engine. They were allowed acclseanything they wanted using any
method they wanted. After 10 minutes using the $earch engine | ask users which one they
liked and why. Most people did not have a reasorsétecting one over the other but some said
the results returned from one were more accuraderelevant than the other. Table 3 has the

result after 10 users evaluated the two searcmeasgi

Sea ljdl Preferred

Engine

Yahoo! 60%
Microsoft Live 40%

Table 3. Users choice between Yahoo! and Microsdftve search
After asking the 10 different users which searchimathey preferred 6 out of 10 chose Yahoo!.

For this reason | decided to use the Yahoo! seamgme for my mobile device.

4.2 Clustering Algorithm

64



The next thing that | needed to decide on was whligktering algorithm, STC or Lingo,
| should use for my mobile search engine. The #lyos are very different from each other and
hence have different quality and performance charatics. The amount of time | spent
understanding the algorithms will help me decidecwlalgorithm to pick. As mentioned before
my mobile search engine uses both clustering aretygexpansion so | need to balance the
number of cluster labels that | generate. | needdition of increasing the number of cluster
labels allowed without losing quality of the clustabels. To see which clustering algorithm
most fits that description | clustered the resulyet from Yahoo! and counted the cluster labels
that had more than two terms. This test assumdsqthality of cluster labels depend on the
number of terms. Because | want my cluster lal®lset descriptive and specific | assume that
cluster label that has more than two terms are-gigility. Before | start the test | need to first
set STC so that it allows more than 15 clustersaBse Lingo defaults their “cluster count base”
to 30 it usually returns about 40 different clustdepending on the query. That is why | need to
change the “Maximum final clusters” for STC from tt640 so the two algorithms can return the
same amount of clusters. Figure 29 is a grapheohtimber of cluster labels that have more than
two terms for STC and Lingo. The first eight graptave the number of cluster labels for the

different queries terms | used and the last grapgthe average.
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Figure 29. Number of cluster labels that have moréan two terms for STC and Lingo

Table 4 has the actual average number of clusbeidanith more than 2 terms for the eight

gueries that were clustered using Lingo and STC.

Cluster Average Number of
Algorithms Cluster Labels with more
than 2 terms
Lingo 25.375
5TC 13.75

Table 4. Average number of cluster labels with mor¢han 2 terms for eight queries
As you can see Lingo returns higher quality clutbels than STC. | even tried increasing the
“Maximum final clusters” for STC and lowering thélinimum base cluster score” to create
more labels so that it will have a better chancaregy Lingo, but as the number of cluster labels
increase the quality decreased and all the newetllsbels had one term. As | increase the
number of clusters for Lingo the cluster labeld thare generated still had more than two terms
which is exactly what | need for my mobile searofgiee. Lingo cluster labels are better-formed

and more diverse because of the term documentxvatd SVD. Lingo cluster labels are better
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formed and more diverse than STC. The reason Lmegarns long descriptive and diverse
cluster labels is because it uses a term documatrbxand SVD to find its cluster labels. The
term document matrix allows clustering to be perfed based on the different terms in the web
page regardless of the order. When content isrpthte term document the order of the terms is
disregarded and not used for clustering. In STCaggs are used to cluster web pages and
because phrases are order dependent only web thagehare terms in the exact same order will
be considered a cluster. This becomes a problemubeanany times web pages that are similar
may have words that are similar but are in differ@wler. For instance imagine two web pages
with the title “San Jose Sharks” and “Sharks Sa®'JdNe know by looking at the two titles that
they are talking about the same thing but becawséerms are in different order STC would not
consider them a cluster. Lingo on the other handlevoonsider these two web pages similar and
group them in the same cluster. To pick the clusteel to describe the cluster Lingo would just
pick the phrase that had the most occurrenceseimlaita. Another occasion where STC will not
find clusters is when synonyms are used to reptactain terms in a phrase. STC only finds
clusters when phrases are exactly the same, amgtioarof terms will not be picked up and
these clusters would be disregarded. Lingo, omother hand, will ignore these synonyms and
will find other terms that these web pages haveommon. Lingo is real diverse and is good at
finding small outlier cluster regardless of poor-amzurrence. According to the Carrot2
developer manual the only problem with Lingo ipétrformance issue and it should not cause a
problem as long as users are not clustering ov@0 It@sults [13]. Because we are only
clustering 200 results we will not have an issuthvpierformance. When clustering over 1000

results STC is preferred because of it scalakalitgt performance.
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4.3 Lingo Settings

Now that we know we will use Lingo as our clustgrialgorithm we need to examine
some of the settings that we will use for my mok#arch engine. Because | know the details of
the Lingo algorithm | am able to make changes &dg#ttings and understand what | am doing.

Table 5 has the Lingo settings | used for my maogglarch engine.

Settings Default Min/Max My setting
Cluster count base 30 2/100 40
Size-Score sorting 0.0 0.0/1.0 0.5

ratio

Cluster merging v 0.01.0 0.3
threshold

Phrase Label Boost 1.5 0.0/10.0 2.0

Table 5. Settings for Lingo in Carrot2 that | usedfor my mobile search engine.

| mention the “cluster count base” earlier whemitlst defaults to 30 but usually returns

about 40 clusters. The “cluster count base” deteemithe number of clusters the algorithm
returns. The value of this setting influences thadidate label threshold q that | talk about in
section 2.3.1.3 Cluster label induction. As “clusteunt base” increases the value of q will
increase and this will cause more abstract conadgrised from the U matrix. Because the U
matrix is dynamic and dependent on the differestilts that are being clustered and the rank of
the original matrix we can never set the exact remdf cluster labels generated. That is why
even though when the “cluster count base” is s8Date can still get 40 cluster labels. Keeping
this in mind | choose the “cluster count base” ® 49 for my mobile search engine which
usually generates 50 to 60 cluster labels. | irsgdhis number because | wanted more cluster
labels to be generated so users would have morendjor query expansion. Initially | had this

value at 70 which generated 80 to 100 cluster fabetl when | had users use my mobile search
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engine they were spending too much time lookingubh the cluster labels. With that many
cluster labels users were hesitant to use theetlteshture since there was just too many of them.
Like | said before we have to find a balance farstéring and query expansion, with input from

people trying out my mobile search engine and raiirtg | chose 40.

The next setting | looked at was the “size-scoréirgpratio”. This setting is used to sort
the cluster labels after they have been generdtezidefault value is 0.0 which means the cluster
labels are sorted by the number of web pages ih elaster. This is the default value because
Lingo is used for clustering and when users arevbirg through clusters they want to see the
biggest clusters first because that usually mehas it is the most interesting and important
topic. When the value of “size-score sorting rat®the max at 1.0 the sorting is done depending
on the score of the cluster label and how reletamtcluster label is to the original query. This
sorting is good to use for query expansion becawes@robably want to see the most relevant
terms first so we can use them for reformulating qQuery. |1 chose to use .5 for my mobile
search engine because it uses both query expaas@nlustering so | thought splitting it down

the middle would be appropriate.

The “cluster merging threshold” is the percentafjeverlap between cluster’'s web pages
that is required for cluster to be merged. Havingvavalue would merge more clusters together
which can means that irrelevant web pages coulgrbep together. Having a high value could
result in more clusters being generated that cbaldimilar so we would have duplicate clusters.
The default value of this setting is 0.7 and | dexhit to 0.5 because | was seeing too many

similar and duplicate cluster labels during myitest
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The last setting | changed was the “Phrase LabekBsetting. This setting gave weight
to multi-words labels against one-word labels. HKiglvalue would favor multi-words and
decrease the number of one-word labels. Becauseusing cluster labels for query expansion
and | want to be descriptive and specific | chasehtange the default value from 1.5 to 2. The
max number is 10 but when my value was too highdifferent cluster labels were too specific

and too long which prevented users from combinlogter label for query refinement.

4.4 Evaluation Set-up
After selecting the search engine Yahoo!, the elusg algorithm Lingo and the above

settings | had to modify my mobile search enginghsat it can measure the amount of time it
takes users to find relevant web pages using claogtequery expansion and searching. | already
mentioned before that my mobile search engine vegalde of getting standard ranked list
results so | just need to compare that functiopadiith clustering and query expansion. To
compare the different methods of information acddegged the amount of time when a search
starts until the time the user finds what theylaoking for. The timer starts as soon as the user
either presses the “cluster” button for clusterorghe “search” button for the standard search
engine. It does not matter if the user uses climgfequery expansion or standard search engine
my mobile search engine will always return a listveb pages in the last step. The timer stops
when the user clicks on a web page and goes thrtheglcontents and then goes back to the
search engine to mark the page as relevant thie@rage times. To mark the web page as
relevant a popup box is displayed to the user vithewn click on a web page from the list. When
the pop up box is displayed the timer is pausedth@diser has a chance to review the web page

without feeling rushed since the timer is not rungniAfter the user reviews the web page they go
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back to the pop up box and mark “yes” for relevamdl “no” for irrelevant”. If the user selects
“no” the timer continues and they have to go oth#next web page. If the user selects “yes” |
either stop the timer or continue depending on hwmy relevant web pages the user has already
found. The reason | stop the timer after the tihaldvant web page is because people normally
do not find everything they are looking for aftereoweb page. It usually takes browsing through
several web pages until users are satisfied, atddlwhy | decided on three relevant web pages
before the timer can be stopped. To log all my $irtat | use to evaluate my search engine | use

log4,.

4.5User Study Results

Now that my mobile search engine is ready | wilhlenate it with a standard search engine.
To do this | have a user study of 16 participaiitsese 16 participants will answer a set of
question that | will provide them and my mobile reaengine will log how long it takes for
them to answer my questions. For the first threestians the users are told to only use the
search functionality of my mobile search engineedthe next three questions they are told to
only use the clustering functionality. For lasterquestions they are told to use the query
expansion functionality. The sets of questions wabeed up into 4 different questionnaires so
that the different questions will be used on alltmes by different people. | did this so | can
look at one question and see which method founddleant pages the fastest. Table 6 and
Figure 30 have the average time it takes usermtbrélevant web pages which was obtained

from my user study.
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With Processing Without Processing
Time Time
Search 30.87s 26.91s
Refine 28.89s 20.34s
Cluster 23.16s 17.49s

Table 6. Average time to find relevant web pages umgy three different methods

35
30 ~
25
20
B Search
15 m Refine
B Cluster
10
5 -
o -
With Processing Time Without Processing Time

Figure 30. Average time to find relevant web pageassing three different methods graph
| looked at the logs and calculated the average torfind relevant web pages with and without
processing time. Processing time includes the amofutimes it takes a search engine to return
web pages and the time it takes the clusteringrighgo to cluster the web pages. | discovered
that the fastest method to finding relevant webegagas clustering. The next quickest method
was query expansion and the slowest method wastdéinelard search engine. | was very pleased
from the results because it showed that even ththugte was overhead in clustering and query
expansion the overall time it took to find relevaveb pages was still significantly less than if

the users did a regular search. My experiment fsuwbat both clustering and query expansion
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can provide satisfying result for web query perfante and even outperforming traditional
search engines. Without looking at processing timyedata showed that query expansion and
refinement was 25% and clustering was 35% fastefinding relevant web pages than the
standard search engine. With processing time gergpgnsion was 7% and clustering was 25%
faster than the standard search engine. The reabkgnquery expansion speed was greatly
reduced when | included process time is becauskeoof much processing query expansion

requires. Table 7 shows the average processirthdahree different methods.

Processing
Time

Search 3.96s

Refine 8.55s

Cluster 5.67s

Table 7. Average processing time for the three metids
Query expansion and query refinement has the nmosegsing time because it must first get 200
results from the standard search engine, applygltistering algorithm on the results and then use
the new query that was generated using query ekpare run against the standard search
engine. Clustering must get the 200 results froemdfandard search engine and then apply the
clustering algorithm and that is why it has lesscpssing time than query expansion. The fastest
processing time is the standard search engine becalit has to do is get the 200 results and

display it to the user.

Another metric that | get from my study is how lomgakes users to find relevant web
pages without processing and overhead. Overheadustering is the time it takes the user to

find the relevant cluster label and for query e>gpan its the time it takes to find the relevant and
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irrelevant cluster labels. Table 8 and Figure 3dwshthe average amount of time it takes users to
find relevant web pages with and without overheadtlie three methods. The last column of

Table 8 is the average amount of overhead timewhatused to find relevant web pages for the

three methods.

With Without | Overhead
Overhead Overhead Time
Search| 26.91s 26.915 Os
Refine 20.34s 6.09s 14.24s
Cluster| 17.49s 5.79s 11.7s

Table 8. Average time to find relevant web pages i and without overhead
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Figure 31. Average time to find relevant web pagesith and without overhead graph
Obviously there is more overhead in query expangham clustering and my data shows that.
Clustering only involves looking for one relevamister label where query expansion involves
looking for multiple relevant and irrelevant clustabels. Traditional search engines do not
require any overhead since they just need to pgressSearch” button. When looking at the

average amount of time it takes the user to firdrétevant web pages without overhead we are
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calculating the amount of time it takes the usdirtd the relevant web page when they are given
the list of results regardless of the method. Bseaguery expansion and clustering spent so
much overhead time they were able to find their \wages quickly when they were presented
with the list of results. One thing that did notkaasense to me at first was why it only took

clustering 5.79 seconds to find relevant web pagdsut overhead when query expansion took
6.09 seconds. | thought query expansion was gah@ gnuch better time because of the amount
of overhead put in to get a more specific resuthaut noise. After looking at my results for

each question | realize there were some questi@diad a bad effect on query expansion.

Now | will talk about some of my questions and hihey affected my results. The first question
| would like to talk about is below.

With query “Shark” look up three different thinglsaat the animal.
This question caused the average time for findeglgviant web pages for query expansion to
increase and was one of the questions that | mesdiearlier. Query expansion’s main purpose
is to get a more specific result with little noised because the question is asking us to look at
the different topics of the animal we have a problé&sers can see the different topics when
they are browsing through the cluster labels logkor relevant and irrelevant terms but with
guery expansion they cannot view them all in th&ults. Users try selecting multiple topics
hoping the query expansion will give them resultsf all the topics they selected but because
my mobile search engine uses the “AND” option tberg will only return web pages that relate
to all of the relevant cluster labels that werestdd. What the user think they are doing is using
the “OR” option which will return all web pages thalate to one or more of the relevant cluster

labels selected. Because the “AND” option is usedweb pages returned are usually irrelevant
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because the user just selected three differents@bout sharks and is trying to find web pages
that talk about all three topics. Users usually epdedoing the refinement looking at one cluster
label at a time which is time consuming becausg #re using a lot of processing time and

overhead. Other users just continue looking thraighrefine results browsing through the 200

different results. By looking at the data | can Hes users spent a significant amount of time
answering this question with query expansion. Us®yk longer on this question than if they just

used a traditional search engine. For the traditisearch engine users would spend a lot of time
browsing through the 200 results looking for theséhdifferent topics about sharks but was

faster than query expansion because there was ervend. Clustering was the fastest method
when answering this question because users cosily sae the different topics about sharks and
go into each one to view the individual pages. telusg is perfect for multi-topic information

gueries.

The next question | would like to talk about isdvel

Find websites to watch the show “Lost”".
The traditional search took a long time to find tekevant web pages because there is so much
information and web pages that talk about “Lost’the internet. Users had to sift through a
many irrelevant pages in order to find what theyemMeoking for. Major search engine do use
clustering so they can get the different topicghanfirst page and this was shown in my results.
When users was looking for web pages where theywadoh “Lost” they often found the first
web page fast but took longer for them to findtkeond and third web page. This is because the
search engines do not use clustering to group veglepthey just use it so they can get the

different topics and make sure each topic is regiesl on the first page. To find more pages to
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relate to the one the user just found they haveép on looking through the different irrelevant
web pages. For clustering this question was comglqtickly since users can instantly see the
cluster label "Watch Full Season with all Episodast this cluster had 60 web pages in it. From
personal experience this is really convenient begavhen | am watching a show online | go
through multiple pages trying to find the best gyahnd speed, and with clustering | can just
click on the cluster and look through the 60 weggsathat are in that cluster. Query expansion is
also quick for this question but is slower thanstdning because the extra processing time it

takes to make the query refinement.

Another question | would like to talk about is b&lo

With query “NFL” look for latest news about the NElat does not relate to the draft.
This question was nearly impossible for the tradiil search engine because the draft was
coming up and every NFL web pages was talking altoHtvery web page the user would click
on mentioned the draft. Many users were gettingtfated and wanted to give up. Clustering
was a little better but still had problems becausers would click on cluster label that had the
team name like “Dallas Cowboys” thinking the teambvsite would not talk about the draft but
they were wrong. Users usually had to scroll dowthe “Others” cluster in order to find web
pages that do not deal with the draft. Query expansally shines on this question because of
the filtering functionality. To answer this questiefficiently which most users did they had to
select a relevant cluster label like “Latest Newsd filter out irrelevant labels like “Draft”. The
refined results returned web pages that talked taheuatest news but did not mention the word
“draft” which was exactly what we were looking for.

After the user answered the nine questions and Waemdiar with the strengths and
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weaknesses of the different methods for my molabech engine | asked a few more questions.
However, this time instead of restricting the userwhich method they can use to answer the
guestion | allowed them to use whichever methog fiveferred. As they answered the questions
| took notes on what method they chose. Table 9Fagure 32 shows the result of what method

the user preferred on my mobile search engine.

Search Cluster Refing

%
Method 22% 45% 33%
Used

Table 9. The preferred method users decided to use answer questions

Figure 32. The preferred method users decided to a4o answer questions graph

As you can see from the above questions clustesieglled on most of them and was probably
why it was the method most used. Clustering is usece than query expansion because most
users find what they are looking when they are Isiow/ the cluster labels. There is no need to
refine the query and waste overhead and procesismegwhen the relevant web pages can be
found in the cluster. | also notice that query ergian is the next method most commonly used
and this is because of the questions that reqiliegirfig. Query expansion allows filtering and
eliminating noise and this method is very effectmgen used correctly.
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5.0 CONCLUSION

Implementing an unsupervised clustering algorithiiicv bases its cluster labels from
frequently occurring words is challenging and hashmad widespread commercial adoption for
desktop application. That is why my mobile searcgime combines query expansion with
cluster labels so users can refine their searcmwhestering is not sufficient. Query expansion
is good when users do not know what they are |lgpkar and they can see other terms that
relate to theirs. With my mobile search interfasers are encouraged to use query expansion
because instead of typing to refine their query tten select and deselect cluster labels that they
believe are relevant and irrelevant. My resultsasttwat users will have no problem spending the
time on refining their search because they get thxadhat they want faster and efficiently
without noise. Clustering and query expansion aap bolve the issues that come with using the
internet on mobile phones with small screen size iateraction limitations. Clustering and
guery expansion allows users to access specifidatalled information quickly and efficiently
and thus is exactly what is needed for mobile phasers. The study conducted shows that my
mobile search engine clearly was preferred by #réigipants over traditional ranked result list

when it comes to finding relevant web pages.

6.0 FUTURE WORK
In the next section | will talk about how and whyant to integrate WordNet into my
mobile search engine. | will also talk about howalnt to evaluate my search engine in real life

situations on real mobile devices.
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6.1 Using WordNet for Query Expansion

| discuss some of the strengths and weaknessesoadNEt for query expansion but |
was not able to get it into my search engine. Wetd&llows more structure and certainty for
guery expansion, and | believe it can be used lip ing mobile search engine. Cluster labels are
good for query expansion but because they are gttkdirectly from the query results they can
be inconsistent. When the results are clusteredltistered labels are generated from frequently
occurring words and phrases. If the results thaewmtially clustered did not have any relevant
web pages than the cluster label will be uselesselvant results usually occur when users have
little understanding of the subject and cannot carpewith high-quality initial queries. If
WordNet is used people would see synonyms andreliftevords that relate to the initial query
that could help them. These words are generatediafignin WordNet and can help the user
understand the topic by letting them view suggestid’here may be times when cluster labels

are not useful and looking at synonyms and relatedis can help.

To integrate WordNet into my application | wouldt gbe different terms return by
WordNet and display them with the cluster labetsrahe user presses the “Cluster” button. The
different terms would be have to be scored sometwodvsorted with the list of cluster labels.
Obviously we cannot put the number of web paggsanmenthesis next to the term because there
are no web pages and we did not do any clusteZieigp would be put in between the parenthesis
to indicate that the terms were generated by WordAfeer the user presses the “Cluster” button
and the list of cluster labels and WordNet ternesraturned | would allow users to use the plus
and minus button on the term for query expansideo A would allow users to press the blue

arrow on terms from WordNet to query it against ¢karch engine. Using the blue arrow makes
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the user feel like their looking at a cluster whkay are really looking at the term returned by
WordNet. To the users the cluster labels are theesas WordNet terms. The user should not
even notice that WordNet was use to generate fferett labels that can be viewed or used for
guery expansion. WordNet can be an excellent toplgliery expansion and its performance
would strongly depend on the characteristics ofghery so we must evaluate it carefully if we

intend to use it.

6.2 Field Testing on Mobile Devices

For the sake of time my mobile search engine wsiedeon a desktop computer using
Java. | only mimicked the limited screen size ofmabile device and its limited interaction
methods. For me to fully evaluate my mobile seahine | need to implement it on a mobile
device and allow users to use my search engineainworld situations. The questions that | ask
in my questionnaire are ones that | come up withh arxay or may not be questions that are
relevant to the mobile internet. For me to realdy dble to evaluate my mobile search engine
users need to test out my application in real s$iteations. Mobile internet usage is different
from desktop internet usage because users usentiobite internet while they are out and for
purposes such as looking up restaurants, readimiear looking up directions and much more.
| may find out that my search engine is perfect desktop searches but has efficiency and
performance problems on mobile devices. It coulgpbssible that users do not need clustering
and query expansion on a mobile environment. Thes¢he type of things | want to find out so
| can improve my mobile search engine and get be#sults. By allowing users to use my
search engine out in the real world | can trackho@s they use, queries they make and measure

how long it takes for them to find relevant dataekd to see that my mobile search engine will
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benefit mobile internet users and that the clusteand query expansion is used. By testing out
in the real world | can also check if users are@isny search engine correctly and efficiently
and that my interface is intuitive. This field exipgent could increase the validity of my search

engine and further support my conclusion.
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