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EXECUTIVE SUMMARY

Public transportation users identify reliability as a key measure of the quality of transit 
service and major determinant of transit use. Improving the reliability of a transit system 
can have numerous potential benefits, such as increased transit ridership, decreased 
congestion (which further improves transit reliability), and decreased negative externalities 
like greenhouse gas and other emissions. Unfortunately, bus transit systems are highly 
unstable, making it difficult to maintain reliable schedules for riders to use. To mitigate this, 
real-time information on the current state of the bus transit system can be used to update bus 
transit schedules (e.g., bus arrival times to each stop), increasing the perceived reliability 
of the system from a user perspective. However, a potential drawback of these real-time 
traveler information systems is that they can provide a false sense of precision. That is, 
users expecting a certain arrival time based on real-time information can develop increased 
negative feelings about the transit system if the bus is earlier or later than expected. A better 
approach might be to also provide users an indication of the uncertainty of these predictions. 
This would help to temper expectations, help users plan their trips more effectively, and 
minimize the occurrence of negative experiences. However, very little work has been done 
to model and/or quantify the uncertainty of real-time bus transit information. 

Two pieces of real-time bus transit information were specifically considered in this project: 
bus arrival times and bus passenger occupancies upon arriving at each stop. Bus arrival 
time has been well studied in the transportation research literature and is generally provided 
to passengers through a variety of services. However, these existing efforts ignore the 
uncertainty associated with these estimates, knowledge of which can improve transit 
users’ trip planning. Bus passenger occupancy appears to be ignored in the research 
literature entirely, although some agencies provide current bus passenger occupancies to 
passengers. However, anecdotal evidence suggests that passengers would value having 
predictions of passenger occupancy at downstream stops. This type of information can 
help to minimize the number of negative experiences (in this case, arriving to a full bus and 
being unable to board) that might reduce confidence in bus transit. 

In light of this information, the present project describes new modeling techniques that can 
be used to provide estimates of bus travel times and expected occupancies of buses at 
downstream locations, as well as the uncertainty associated with these estimates. The 
report is created specifically for real-time bus transit information providers and data analysis 
teams within transit agencies. The report is intended to document the use of new techniques 
that can be used to improve the quality of information that is provided to transit users. 

To model travel times, linear regression models—which appear to be a common practice 
in the literature—are compared with a newly proposed technique: accelerated failure time 
(AFT) survival models. AFT survival models (or more simply, survival or duration models) 
are used to predict the time remaining until an event occurs. In the transportation field, 
they have been used extensively to model time-to-failure of infrastructure elements. In the 
present case, the event considered is the arrival of the bus to a downstream stop. Survival 
models are ideal for this project because they predict the distribution of the dependent 
variable (in this case, expected travel times), which can provide the mean value as well as 
the variance of expected values around the mean. For passenger occupancy estimates, 
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two modeling approaches are proposed: linear regression and count regression models. 
The former is found to more accurately predict passenger occupancies than the latter, likely 
due to the additive nature of passengers entering and exiting buses. Quantile regression 
models were developed to describe uncertainty in the passenger occupancy estimates. 
These models are able to directly estimate any desired confidence interval for expected 
passenger occupancy and can be used to reveal characteristics that most impact the size 
of these confidence intervals. 

These techniques are demonstrated using archived data from automatic vehicle location 
and automated passenger counter systems for a campus bus route in State College, PA. 
An exhaustive dataset of 12 months of data that included a total of over 500,000 unique 
observations were available for this effort. The dataset was appended with weather data 
from local and national sources—specifically, precipitation, snow depth and temperature 
information—as weather is known to impact bus operations and passenger demand. 

Travel time models were estimated for a single stop-pair along the route. AFTs models 
were compared with linear regression models, which is a commonly used method for 
estimating bus travel times. The results suggest that the survival models were as accurate 
as (if not more accurate than) the linear regression models in terms of point estimates. 
However, the survival models better described the dataset, including the distribution of 
dependent variable and the uncertainty associated with the travel time estimates. These 
models revealed key insights about how expected travel times change across various time 
periods and how other variables impact travel time estimates. For example, the current 
passenger count on the bus was found to increase expected travel time, as this would 
increase the dwell time expected at intermediate stops due to longer unloading times. The 
survival model also revealed parameters that most influenced travel time uncertainty. This 
included the recorded travel time from the previous bus traveling through the segment and 
the number of passengers currently onboard the bus. 

Three different modeling frameworks were considered to develop a single model to 
estimate passenger occupancies at any stop along the entire route. The results suggest 
that the “next-stop” model, which predicts passenger occupancies after the bus passes the 
next downstream stop, is most accurate for short-term passenger occupancy predictions 
within a few stops downstream of a bus’s current location. For longer-term predictions, 
the “segment-based” framework is found to be most accurate. The uncertainty analysis 
reveals that smaller bus headways are associated with more uncertainty in the passenger 
occupancy estimates. The presence of precipitation and lower temperatures increases 
passenger occupancy uncertainty, while snow reduces uncertainty. The estimated models 
also reveal which time periods and segments along the route have the most uncertainty 
in passenger occupancies. A summary of major findings is provided in tabular form below. 
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Outcome (predicted) Conclusions from modeling activities
Travel time •	 AFT survival models outperform linear regression models

•	 Uncertainty in travel time increases with mean travel time
•	 Travel time of previous bus and current onboard passenger occupancy associated with 

more uncertain travel times
•	 Weather related variables have little impact on travel time uncertainty

Passenger occupancy •	 Linear regression models outperform count regression models 
•	 “Next-stop” modeling framework most accurate for predictions 1-5 stops away
•	 “Segment-based” modeling framework most accurate for predictions >5 stops away
•	 Quantile regression model accurately describes uncertainty associated with estimates
•	 Smaller bus headways found to have more uncertainty passenger occupancies than 

larger bus headways
•	 Precipitation and lower temperatures increase uncertainty, while snow reduced 

uncertainty in passenger occupancies

Overall, these methods show great promise in describing bus transit data, as well as 
predicting travel times and passenger counts. They are able to accurately predict bus 
travel times and passenger occupancies of individual vehicles and provide reliable 
indications of the uncertainties associated with these estimates. In an environment that 
is information-rich and in which transit users seek the most high-quality information about 
the current state of the transit network, providing these results to passengers might help 
to improve their decision-making and increase their confidence in the reliability of real-time 
transit information systems. These models can also benefit transit service providers. For 
example, models of passenger occupancy can predict when buses are expected to be full 
so that additional capacity can be provided in real time. Travel time uncertainty can also 
be used to optimize staffing decisions and plan driver shift changes. 
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I.  INTRODUCTION

MOTIVATION

The need to maximize the number of passenger trips carried by public transportation 
modes increases as the complexity and magnitude of urban traffic congestion continues to 
grow. Many strategies have been proposed and implemented to entice commuters away 
from the private automobile mode and onto public transportation. These include providing 
priority for transit vehicles at individual intersections (Christofa and Skabardonis, 2011; 
Conrad et al., 1998; Hunt et al., 1982; Skabardonis, 2000; Xuan et al., 2012; Xuan et al., 
2010), along specific links or routes (Eichler and Daganzo, 2006; Guler and Cassidy, 2012; 
Guler and Menendez, 2014; Viegas and Lu, 2001, 2004; Viegas et al., 2007), or across 
entire networks (Daganzo et al., 2012; Gonzales and Daganzo, 2012). Other strategies 
attempt to make public transportation more economically attractive by charging automobile 
use (e.g., congestion pricing) and providing transit subsidies (Anas, 1981; Ben-Akiva and 
Boccara, 1995; Glazer and Niskanen, 2000; Sherman, 1972). 

Improving the reliability of a transit system is another way to increase ridership. Users of 
public transportation systems typically identify reliability—measured by the predictability 
of travel times and consistent availability of space for passengers to board—as a key 
measure of the quality of transit service and a major determinant of transit use (Bates et al., 
2001; Brownstone and Small, 2005; Golob et al., 1972; Prashker, 1979). Improving the 
reliability of a transit system increases transit passengers’ satisfaction and improves ridership, 
leading to reduced traffic congestion (which can further improve transit reliability) and 
decreased negative externalities like greenhouse gas and other harmful emissions. 
Improved reliability can also reduce the type of experiences that have been shown to elicit 
negative feelings in passengers toward transit systems, such as excessively long waiting/
transfer times or not being able to board a vehicle when it arrives due to overcrowding 
(Carrel et al., 2013). Therefore, maintaining or improving reliability is vital to maintaining 
and increasing the competitiveness of transit systems. 

Unfortunately, transit systems—and especially bus transit systems—are inherently unreliable. 
Research has shown that buses traveling along a route have a natural tendency towards 
bunching or pairing, making it difficult for bus transit agencies to maintain reliable arrival 
schedules (Newell, 1974; Newell and Potts, 1964). The mechanism that causes this instability 
is the passenger arrival and service process. As described in Newell and Potts (1964), the 
time that a bus spends serving passengers at a stop generally increases proportionately with 
the time between the current and preceding bus arrivals to that stop—the longer the time 
between two consecutive buses, the more people generally arrive to wait. For this reason, a 
bus arriving late to a stop would spend more time than expected serving passengers, causing it 
to arrive even later to the next stop as a result. The reverse is true for a bus arriving early 
to a stop. This positive feedback loop causes buses to eventually become paired together 
as an early bus will “catch up” to the late bus ahead of it. Several control strategies have 
been used to address this instability in practice, including: adding additional slack time to 
a schedule to absorb variability in travel times and passenger demands (Daganzo, 2009; 
Xuan et al., 2011), running buses at a speed below their maximum speed to allow late buses 
to catch up (Daganzo and Pilachowski, 2011), having late buses skip stops to catch up (Sun 
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and Hickman, 2005), and limiting the number of passengers that are allowed to board a bus 
at any stop (Delgado et al., 2009). Adding additional slack time and running buses at speeds 
below their maximum speed can be effective at reducing bunching. However, they have some 
drawbacks: 1) they are difficult to implement in practice; 2) they reduce overall commercial 
speeds; 3) they may still result in unreliable service, even if executed perfectly; and, 4) they 
are vulnerable to large service disruptions. Having late buses skip stops and limiting the 
number of passengers allowed to board at stops are also undesirable because they directly 
increase the occurrence of the types of negative experiences that lead to decreased transit 
ridership. Transit priority strategies can also reduce the variability of travel times to reduce 
the probability that a vehicle becomes early or late in the first place. Examples include transit 
signal priority (Christofa and Skabardonis, 2011; Smith et al., 2005), dedicated bus or queue 
jumping lanes (Guler and Cassidy, 2012; Nowlin and Fitzpatrick, 1997; Viegas and Lu, 2001, 
2004; Viegas et al., 2007), and the presence of additional signals used for buses to skip 
queues at intersections (Guler and Menendez, 2014; Wu and Hounsell, 1998). However, 
these do not address the feedback loop that leads to bunching once a vehicle becomes 
early or late. 

Improving Perceived Reliability Through Information Provision

Instead of trying to fix the inherent instability directly, transit agencies also attempt to address 
transit system unreliability through the provision of high quality information to users about 
the current state of the system (e.g., the current location of buses and expected arrival 
times to each stop). This can improve the perceived reliability of the system, allowing 
users to make better decisions during the trip planning process. For example, the Swiss 
Federal Railways provide users with an indication of seating availability on a train based 
on historical information when purchasing a ticket (Figure 1). This allows passengers to 
account for seating availability in their decision-making process. 

 
Figure 1.	 Historical Passenger Occupancy Information from 

the Swiss Federal Railway
Black passenger icons indicate trains with historical seating availability; red passenger 

icons indicate trains with very low historical seating availability.

Of course, historical information alone may not be sufficient for transit systems that are 
highly unstable and dynamic, such as bus systems (as will be shown here). Instead, real-
time data/information can be obtained by agencies and provided to passengers. Sources 
of real-time information include Automated Vehicle Location (AVL) systems for current 
bus locations and Automated Passenger Counter (APC) systems for bus passenger 
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occupancies. Some types of real-time information can also be crowd-sourced directly 
from transit passengers; e.g., the mobile app Tiramisu obtains seating availability from 
current passengers. This real-time information can then be provided directly to users as a 
snapshot describing current transit system operations. 

Real-time transit information can be disseminated to passengers using a variety of 
methods. One way to provide this information is through real-time maps that show the 
current location of all buses and the current passenger occupancies of each. Figure 2 
shows an example taken from the Centre Area Transportation Authority mobile application. 
Maps like these are useful for regular commuters or passengers with a high degree of 
familiarity with the transit system, as they can predict how the system will evolve in the 
near future. However, because they place the burden of prediction onto the users, they 
might be problematic for visitors or those not familiar with the transit system. These users 
are not likely to be able to make these predictions on their own, as they might not know 
which segments of the route serve the most passengers or are the most likely to become 
congested. If new transit users are unable to predict arrival times or future bus passenger 
occupancies, they are likely to encounter the types of negative experiences that preclude 
them from using transit again in the future. Additionally, these types of map-based systems 
cannot be integrated with real-time trip scheduling services to plan optimal routes or paths 
in a system using real-time information (Jariyasunant et al., 2011).

 
Figure 2.	 Real-time Bus Location and Passenger Occupancies from 

CATA Application (www.catabus.com)

Predictions of System Evolution

To avoid these drawbacks, real-time estimates of how the system will evolve—e.g., 
anticipated bus arrival times to each stop—can be provided directly to potential transit 
users. Doing so takes the burden of prediction away from the user and places it on the 
transit agency or real-time service provider, which is better-suited to make these predictions. 
Examples of independent services that provide travel time predictions include NextBus 

http://www.catabus.com
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(www.nextbus.org) and OneBusAway (http://onebusaway.org) (Figure 3a and Figure 3b). 
These estimates can also be used as input for trip scheduling services (such as Google 
Maps) to enable real-time route planning. Statistical models are developed to estimate bus 
arrival times that rely on AVL data and historical information of travel times along routes. 
Models of bus arrival times have been discussed at length in the literature, and various 
modeling approaches have been explored. 

(a) 

(b)

Figure 3.	 (a) Real-time Bus Arrival Prediction through NextBus 
(www.nextbus.com); and, (b) Real-time Bus Arrival Prediction through 

OneBusAway (www.onebusaway.org)

However, services such as Nextbus and OneBusAway provide only a single numerical 
point estimate of the time until the next bus arrival and do not include any indication of 
the potential error associated with that estimate. Single point estimates are potentially 
troublesome because they could provide users with a false sense of precision about when 
the bus will arrive—the user will expect the bus to arrive at the predicted time and will 
plan around that value. If a user experiences a long wait or misses a bus based on this 
estimate, the event could generate increased negative feelings toward transit, eventually 
leading to decreased transit use. Furthermore, any deviations from the predicted arrival 
times, which are likely to occur, could be viewed as an indication of unreliable or poor 
transit service and information. For example, Figure 3a shows that the next bus will arrive 
to the stop in eight minutes. In practice, there is some variability from this estimate when 
compared with the actual arrival time, and the amount of variability can significantly impact 
the expectations and behaviors of transit users. One can imagine that their trip planning 
would be different if the estimate were minutes compared with minutes. Furthermore, user 
satisfaction with the service would be different if it took the bus 12 minutes to arrive in the 
second case than it would in the first. 

There are many factors that might introduce variability into bus arrival times and cause 
variability from these point estimates. Examples include traffic control at intersections, bus 
demands at intermediate stops, and interruptions from other modes—such as pedestrians 
at crosswalks or congestion from automobiles (Mazloumi et al., 2009). If these factors 
are non-existent or cause only very minor variations along a route, point estimates alone 

http://www.nextbus.org
http://onebusaway.org
http://www.nextbus.com
http://www.onebusaway.org
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might be adequate. However, if these factors are prevalent, the estimates could change 
substantially as the system evolves, and real arrivals could differ greatly from initial 
predictions. The magnitude of the variability in arrival times would also change significantly 
based on temporal factors, such as time of day, day of the week, and the locations of 
other buses. Another factor that might cause variability in expected bus arrival times is the 
number of passengers currently on the bus because these passengers may have to alight 
from the vehicle at intermediate stops, which could increase both the number of stops and 
dwell times. Few studies incorporate APC data into point estimates (Shalaby and Farhan, 
2004), and none quantify how these factors simultaneously influence variability of arrival 
time estimates. 

Additionally, while transit agencies tend to focus their efforts on providing predictions of 
bus arrival times, little to no attention is paid to predictions of bus passenger occupancies. 
APC data is sometimes provided along with vehicle locations on real-time maps, but this 
requires that users estimate on their own how full the bus will be at subsequent stops. In 
systems with one-way travel patterns, like the morning commute toward a central business 
district, this information might be sufficient for everyday commuters. However, different 
travel patterns would make it difficult for users to determine how full the bus will be at 
various points along the route. To the authors’ knowledge, no modeling attempts have 
been made to estimate bus passenger occupancies (as well as their uncertainty) based on 
real-time transit information. These models could be integrated within larger trip planning 
models to incorporate the likelihood that a specific trip can be made feasibly and to inform 
passengers whether or not a bus is likely to be full. Providing this information to transit 
users can help reduce the occurrence of the negative experiences that are likely to cause 
negative feelings about transit and reduce ridership. 

RESEARCH OBJECTIVES

In light of the existing gaps in the current state of practice and the research literature, 
two research objectives were identified for this project. The first was to develop a 
modeling framework that can be used to simultaneously estimate bus travel times and 
the uncertainty associated with these estimates. Providing this information to transit users 
can help them make more informed decisions in the trip planning process. The second is 
to explore the feasibility of estimating passenger occupancies of individual buses (and the 
associated uncertainty of these estimates) using real-time information available from APC 
and AVL data. Such information can help inform transit passengers of potential issues with 
overcrowding that might lead to skipped stops or boarding limits at specific stops, which 
could help mitigate negative experiences associated with these events. It can also provide 
transit agencies with an indication of when and where additional bus capacity is required 
in situations where demand is highly variable. 

As a proof of concept, these modeling frameworks are developed and applied using field 
data from the bus system in State College, PA. The benefits of using these models are 
assessed by comparing their outputs with estimates based on historical trends, and the 
results are very promising. The travel time models are also compared with traditional 
modeling approaches that provide only a point estimate of travel time to determine if 
the additional complexity of modeling the uncertainty is warranted. Through this case 



Mineta Nat ional  Transi t  Research Consort ium

9
Introduction

study application, significant predictors of bus arrival time and bus passenger occupancy 
uncertainty are confirmed and unveiled. 

ORGANIZATION

The remainder of this report is organized as follows. Chapter II provides a review of 
the existing modeling approaches for bus travel times and bus transit demands (as a 
surrogate for passenger occupancies). Chapter III describes the data used in this project to 
develop the proposed models. Chapter IV provides a description of the statistical modeling 
approaches that are used as a part of this project. Chapter V describes the efforts to model 
bus travel times, while Chapter VI describes the passenger occupancy models. Finally, 
Chapter VII summarizes the major points and provides concluding remarks. 
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II.  REVIEW OF PREVIOUS MODELING METHODS

A review of the relevant literature was performed to identify existing efforts to estimate real-
time bus travel times and passenger occupancies of individual buses. The remainder of this 
section describes these existing efforts, the modeling methods used, and their drawbacks. 

MODELS OF BUS TRAVEL TIMES

Various methods have been proposed to develop models of bus travel times in the research 
literature. In general, three major modeling tools have been used:

•	 Kalman-Filters, KF 

•	 Regression models

•	 Artificial Neural Networks, ANN 

Hybrid prediction models also exist that combine two of these approaches, such as ANN 
and KF. Table 1 provides an overall summary of the individual studies that were found in 
the literature, along with the methods and independent variables considered. 

Table 1.	 Summary of Bus Arrival Time Prediction Literature
Modeling 
approach Reference Input Notes
Kalman Filter (Cathey and Dailey, 

2003)
Real-time vehicle 
location 

Gave a general prescription for the prediction of 
transit vehicle arrival/departure based on 
Kalman filter

(Shalaby and 
Farhan, 2004)

Travel time and 
passenger arrival rate 
from historical data 
and previous bus

Calculated running time and dwell time 
separately by predicting the onboarding 
passenger numbers at stops and assuming a 
constant time for each of them

(Vanajakshi et al., 
2009)

Real-time spot speed 
and location 

Used algorithm based on a model discretized 
over space to account for the heterogeneity in 
road conditions

Regression of Bus 
Travel Speeds

(Sun et al., 2007) Spot speed from 
historical data and 
current bus, location 
of current bus

Raised an dynamic algorithm that calculate the 
mean travel speed to downstream segments 
according to the location of the vehicle

(Chen et al., 2011) Compared between two frameworks of 
modeling the travel segments and found the 
“section-based” models better
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Modeling 
approach Reference Input Notes
Regression of Bus 
Travel Times

(Alfa et al., 1988) Time of day, number 
of bus stops, number 
of stop signs, number 
of traffic lights, and 
distance

Compared linear and non-linear models, taking 
bus stop number, stop sign number, traffic light 
number, and distance as independent variables; 
the linear model was found to be the most ap-
preciate

(Frechette and 
Khan, 1998)

Average flow, 
turning ratio, stop 
vehicle ratio, traffic 
light number, heavy 
vehicle ratio, and 
transit flow

Applied Bayesian regression to model unit travel 
time of automobiles, taking independent 
variables including average flow, turning ratio, 
stop vehicle ratio, traffic light number, heavy 
vehicle ratio, and transit flow

(Patnaik et al., 
2004)

Distance, total dwell 
time, number of stops, 
and time of day

Considered lots of factors and finally took 
distance, total dwell time, number of stops, and 
time of the day as independent variables

Artificial Neural 
Networks

(Chien et al., 2002) Distance, traffic 
volume, speed, delay, 
queue time, 
passenger demands, 
and number of 
intersections

Tried a hybrid ANN model integrating link-based 
and stop-based ANN models and developed 
an adaptive algorithm that adjust the prediction 
results based on previous prediction errors

(Chen et al., 2007) Weather, dwell time, 
day of week, time of 
day, and trip pattern

Developed ANN models of different structures 
and found dwell time, time of day as the most 
important factors

Artificial Neural 
Networks with 
Kalman Filter

(Chen et al., 2004) Weather, day of week, 
time of day, and 
segment

Developed a dynamic algorithm based on 
Kalman filter that combines the most recent bus-
arrival information together with the estimated 
travel times generated by the ANN model

Historical Data, 
Regression,
and Artificial Neural 
Networks

(Jeong and Rilett, 
2005)

Historical:
Mean travel time and 
mean dwell time
Regression:
Distance and 
schedule adherence
ANN:
Arrival time, dwell 
time, and schedule 
adherence at the 
current stop

ANN model was found to give best predictions; 
and an ANN model that predicts with previously 
calibrated parameters was found to be no worse 
than one calibrates the parameters in real-time

Note that the input variables have been found to be statistically significant in most modeling efforts. 

Kalman-Filter Models

Kalman-Filter (KF) models provide estimates of future events based on knowledge of 
historical information and the most recent real-time observations. Future estimates are 
made using a linear recursive update algorithm that essentially adjusts the historical 
average based on the more recently observed data using optimal weights assigned to 
each. More information on Kalman Filters can be found in (Haykin, 2004).

For bus travel times, two general approaches have been developed. The first uses Kalman 
Filters to estimate travel times directly using historical travel times through a segment and 
current (real-time) travel times provided by AVL systems. The second uses Kalman Filters 
to estimate bus travel speeds based on historical speeds and real-time speed estimates. 
The travel time is then calculated using the estimated bus travel speed and travel distance. 
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In this approach, any environmental impacts—such as weather or the presence of special 
events—are assumed to be accounted for by the most recent observed travel times and 
thus indirectly incorporated into the predictions of future travel times. For example, weather 
effects that might cause larger travel times are accounted for in the observed larger travel 
times of the most recent vehicle. 

These models are fairly simple to estimate and apply in practice, which makes them 
advantageous for practical implementation. However, these models assume that travel 
times are fairly stable in time, such that the travel time of the previous bus traveling through 
a segment can indicate the travel time for the next bus traveling through the segment. This 
approach may not be valid if buses experience any instability that might cause bunching—
an inherent problem in bus systems—as bunching can result in widely different travel 
times for consecutive buses. Furthermore, this approach provides only a point estimate 
of travel time and does not indicate the potential uncertainty that is associated with this 
estimate (i.e., the accuracy of the estimate is not simultaneously provided). 

Linear Regression Models

Regression models are also used to identify relationships between a specific variable of 
interest and various other independent variables. Regression models are useful because 
they can account for the impact of changing any specific independent variable while 
hold all other independent variables constant. They can reveal the relationship between 
individual variables and also joint relationships when one or more variables interact. More 
information on linear regression models can be found in (Neter et al., 1996).

Regression-based models of bus travel times generally use travel time as the dependent 
variable, although speed-based models exist that seek to predict bus travel speed along a 
segment. The most common type of regression models used are linear regression models, 
which assume an additive relationship between the independent variable and bus travel 
times or speeds. A range of independent variables have been considered in regression 
models of travel time. These include traffic variables (e.g., traffic flow, bus flow, proportion 
of heavy vehicles), route characteristics (e.g., travel distance, average dwell time, number 
of stops), and environmental variables (e.g., time of day, day of week, precipitation, snow 
depth, and temperature). Environmental variables are explicitly included in the model, 
although some regression efforts also include the travel time/speed of the previous bus to 
also help capture these impacts. 

Regression models are also fairly simple to estimate and implement for bus travel time 
prediction, which means they can be readily used by transit agencies and real-time transit 
information providers. However, like the KF models, existing regression-based approaches 
provide only a single numerical value of the travel time estimate (i.e., a point estimate). 
The uncertainty associated with these estimates can be obtained from the linear model 
results (based on basic regression assumptions), but this uncertainty must be assumed to 
be constant for all travel time estimates; i.e., the accuracy associated with each travel time 
estimate does not change based on other factors. 
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Artificial Neural Networks

Artificial neural networks are a powerful tool for modeling data where the relationships 
between dependent and independent variables are not entirely clear or do not follow a 
linear (or other basic) functional form. These models are trained using an extensive dataset, 
during which statistical relationships between dependent and independent variables are 
identified. More information on ANNs can be found in (Haykin, 2004).

In general, the same basic independent variables are used in ANNs as in regression 
models. However, the predictions tend to be more accurate in ANN models than other 
modeling approaches because ANNs can model very complicated relationships without 
assuming the functional relationships between predictor and dependent variables; e.g., 
one study found that ANN models of bus travel times were more accurate than linear 
regression models estimated from the same dataset (Jeong and Rilett, 2005). 

However, the trained ANN models themselves are generally “black boxes” in that they 
do not reveal the nature of the relationships that are uncovered. ANNs also require more 
data to be estimated and are not likely to be as transferable. Thus, ANNs are not generally 
insightful and are used primarily for prediction purposes. While ANNs may be capable of 
providing an indication of estimate uncertainty, no efforts have been made in the research 
literature to use ANNs to examine bus travel time estimation uncertainty. 

MODELS OF BUS PASSENGER DEMAND

In comparison with bus travel time prediction models, little attention has been paid to the 
prediction of transit vehicle occupancies. A significant amount of literature exists on transit 
demand prediction models (Table 2). However, these demand models are macroscopic 
models that focus on network-level predictions and are used to design and evaluate 
transit networks. A few demand prediction models exist at the route- and stop-level, but 
these predict passenger flows (e.g., expected number of passengers per hour) and do not 
consider the occupancies of individual vehicles. The only relevant research work found 
uses Kalman Filter techniques to predict boarding numbers at individual stops (Shalaby 
and Farhan, 2004). These stop-level boarding numbers are used as a predictor to estimate 
dwell times at these stops. However, this model considers only the number of passengers 
boarding at specific stops; the numbers of passengers alighting at each stop—which are 
necessary to predict bus occupancies—are not considered. Thus, it appears that estimates 
of real-time passenger occupancies are lacking in the research literature. 
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Table 2.	 Summary of Bus Demand Prediction Literature
Reference Level of study Summary
(Paulley et al., 2006)

Network- 
level

Studied the influence of fares, quality of service, income, and car 
ownership on public transit demands to produce an up-to-date 
guidance manual for UK

(Ryan and Frank, 2009) Found a small but significant, positive relationship between the walk-
ability of the environment and transit ridership

(Lee et al., 2013) Applied stops aggregations based on distance and stop names to 
analyze the relationship between the public transit demands at 
specific times of the day and the associated land uses that may 
strongly influence the timing of that demand

(García-Ferrer et al., 2004) Route-level Established a ridership forecasting model that considers calendar 
effects, changing supply service, changing seasonality, and outliers

(Kerkman et al., 2015) Stop-level Applied two cross-sectional multiple regression models and 
summarized the important factors affecting ridership: potential demand, 
transit supply, and match between transit supply and demand
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III.  DATA SOURCES FOR STATISTICAL MODELING

This project examined novel methods to estimate bus travel times simultaneously with 
travel time uncertainty and bus passenger occupancies. The model dataset used in this 
project to create these models combines data from three sources. The primary source 
was the Centre Area Transportation Authority, which provided archived real-time data on 
transit vehicle operations for one of its busiest transit lines. These data were supplemented 
with weather data that were obtained from both the Pennsylvania State Climatologist and 
National Climatic Data Center. The remainder of this section will provide more details on 
these data, as well as a discussion of data cleaning and preparation. 

TRANSIT DATA

The Centre Area Transportation Authority (CATA) is the primary transit service provider 
in Centre County, PA. CATA buses provide service within five local municipalities—the 
State College Borough and the four surrounding townships: Patton, Ferguson, Harris, and 
College. Buses in the CATA fleet are equipped with both Automatic Vehicle Location (AVL) 
and Automatic Passenger Counter (APC) systems, which provide real-time information as 
the bus travels along its routes. These data are collected and archived by CATA to assess 
operational performance and the quality of the transit service provided. 

During the course of this project, CATA provided the research team with AVL and APC 
data for the Blue Loop, a 4.1-mile (6.6-km) clockwise route with 15 stops serving the 
Pennsylvania State University (PSU) main campus. The Blue Loop is one of the busiest 
bus routes in State College, PA. It serves most areas inside PSU, connecting residence 
halls, instruction halls, bus transit center, student commuter parking lot, and downtown 
State College (Figure 4). Because of the high travel demands within the campus, two to 
four buses serve the relatively short route during daylight hours. The buses operate on 
a headway-based scheme with scheduled headways between 5-12 minutes during this 
time. Stop 6 (Jordan East Parking) serves as a headway checkpoint where buses are held 
to maintain consistent headways. 

Figure 4.	 Route Illustration for the Blue Loop (source: www.catabus.com)

http://www.catabus.com
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The Blue Loop (BL) is a very busy route and was specifically selected from all of the 
available CATA routes. It served as an ideal case study to model travel time and passenger 
occupancy uncertainty due to various factors that lead to unpredictable operations. For 
one, the high-frequency and campus setting results in large demand—and thus, dwell 
time—variations at each stop. This is due primarily to demand being driven by the university 
class schedule, which causes significant demand variations throughout the day at highly 
frequent intervals. The route also has a mixture of intersection control strategies—stop 
signs and traffic signals—that lead to unpredictable waiting times at intersections. Lastly, 
the high pedestrian activity and large number of pedestrian crossings result in buses 
potentially experiencing significant delays during their route at several locations. Thus, 
the BL provides a worst-case scenario that should provide poor overall predictive ability 
compared with other routes. The methods developed in this paper will likely provide 
more precise predictions when applied to non-campus routes with less variable demand 
patterns, more consistent intersection control, and fewer bus-pedestrian interactions.

Data along the route were collected as follows. All 15 stops along the route are defined using 
geocoded “stop-zones” around the bus stop area. Buses are identified and generate a data 
report as they enter the stop-zone (a “pull-in” maneuver) and exit the stop-zone (a “pull-out” 
maneuver). A separate “stop report” is created for each pull-in and pull-out pair that occurs 
at a particular stop at a particular time. This stop report contains the following information:

•	 Vehicle ID: unique identifier for each vehicle along the route

•	 Stop ID: identifier of the stop that the report was received from

•	 Time: time the vehicle reported pulling out of the stop zone

•	 Dwell time: the difference between the pull-out and pull-in times; i.e., the time the 
vehicle spent within the stop zone [seconds or sec]

•	 Scheduled headway: the headway vehicles seek to maintain [sec]

•	 Headway deviation: difference between the actual headway and scheduled head-
way [sec]

•	 Onboard occupancy: number of passengers onboard when the bus leaves the 
current stop [passengers or pax]

•	 Boarding count: number of passengers boarding the vehicle at the current stop [pax]

•	 Alighting count: number of vehicles alighting the vehicle at the current stop [pax]

A total of 537,192 unique stop reports were obtained from January 2013 to April 2014. 
Observations from May, June, July, and December were excluded, as these represented 
months with atypical schedules due to the university not being in session. 
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WEATHER DATA

Weather information was appended to the archived transit data because weather has 
been found to have a statistically significant impact on transit operations and bus ridership 
in previous research efforts (Table 1). Temperature [°F] and precipitation [mm] data were 
available from Pennsylvania State Climatologist on an hourly basis (Pennsylvania State 
Climatologist, 2015). This information was appended to the transit data based on the 
time variable described above. Snowfall [mm] and snow depth on ground [mm] data were 
available from National Climatic Data Center each day and were appended based on the 
date of each data observation (National Oceanic and Atmospheric Administration, 2015). 

TIME OF DAY SPLIT

The Blue Loop runs from 4:45 a.m. to 12:30 a.m. on weekdays and from 9:00 a.m. to 
12:30 a.m. on weekends. Only weekday data from 8:00 a.m. to 9:00 p.m. were used for 
the analyses performed as a part of this report. The selected time span covered the busiest 
periods for Blue Loop service when the demand is highest and the system is most unstable. 
Weekend data were excluded because travel demand patterns are significantly different 
on weekends. Most weekends experience significantly lower travel demands; however, a 
subset of weekends experience large demand peaks and service changes due to sporting 
events or other special events at the Penn State University. Although the Blue Loop runs 
nearly continuously, nighttime hours were excluded due to the very low travel demands. 

As mentioned previously, buses on the Blue Loop experience significant travel time and 
demand fluctuations regularly during the weekday hours due to class schedules. A set 
of dummy variables named Time_Period_x was created to indicate the combination of 
day in the week and time in the day based on visual checks of fluctuations in onboard 
passenger number and travel time respectively. Here, the x represents a specific time 
period as defined in Table 3. These checks indicated that the fluctuation patterns of travel 
times and passenger occupancies followed a repeatable pattern that was in line with the 
class schedule, which are the same on Monday-Wednesday-Friday and on Tuesday-
Thursday. On Mondays, Wednesdays, and Fridays, 50-minute classes are separated by 
15-minute breaks all day long. On Tuesdays and Thursdays, most classes are 75 minutes 
long and are separated by 15-minute breaks, while a few 50-minute classes still exist. 
Therefore, this time period was created using only knowledge of Penn State University 
class schedules, which is the largest driver of bus travel demands for this campus bus 
route. The new variable set contained 27 categories: every class slot was regarded as a 
low-demand period, while intervals between classes represented high-demand periods. 
Time periods on weekdays with the same class schedules were combined. Table 3 shows 
how the Time_Period was divided.
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Table 3.	 Definition of Time_Period Variable
Time_Period Weekday Starts Ends

1

MWF

8:00 9:05
2 9:05 9:55
3 9:55 10:10
4 10:10 11:00
5 11:00 11:15
6 11:15 12:05
7 12:05 12:20
8 12:20 13:10
9 13:10 13:25
10 13:25 14:15
11 14:15 14:30
12 14:30 15:20
13 15:20 15:35
14 15:35 16:25
15 16:25 19:00
16

TR

8:00 8:30
17 8:30 9:15
18 9:15 9:45
19 9:45 11:00
20 11:00 11:15
21 11:15 12:30
22 12:30 13:00
23 13:00 14:15
24 14:15 14:30
25 14:30 15:45
26 15:45 16:15
27 16:15 19:00

MWF represents Monday, Wednesday Friday; TR represents Tuesday and Thursday. 

DATA CLEANING

A total of 345,153 unique stop report observations from the time periods of interest were 
available for modeling. These data were then examined and filtered to eliminate any 
erroneous or potentially inaccurate information, as described below. 

Loss of Information

Several stop report observations had unrealistic values of scheduled headway (e.g., a 
scheduled headway of 0) or dwell time at a stop (e.g., a negative dwell time). Based 
on conversations with CATA staff and the authors’ knowledge of the dataset and data 
collection process, it was determined that these erroneous values most likely occurred 
due to loss of communications between the bus radio system and the CATA headquarters 
where data are received and stored. These errors accounted for 0.6% of the data, and 
these observations were removed from the dataset. 
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Headway and Headway Deviation Issues

In general, buses on the Blue Loop maintain scheduled headways of 300 or 600 seconds 
(5 minutes or 10 minutes, respectively). When transitioning between these headways, 
often an intermediate scheduled headway of 480 seconds (8 minutes) is used. When 
this scheduled headway is used, deviations from scheduled headway often become very 
large. This occurs because actual headways only change gradually while the transition 
in scheduled headway occurs abruptly. Since the deviation from scheduled headway is 
the difference between actual and scheduled headway, the transition period does not 
accurately reflect actual schedule deviations. For this reason, all observations with a 
480-second headway, which represented 0.9% of all observations, were removed from 
the dataset. 

Similarly, some observations had headways deviations that were deemed unrealistic. This 
included all deviations from scheduled headway that were greater than 1200 seconds or 
less than -600 seconds. The larger positive values indicated a bus that was more than 20 
minutes late compared to its scheduled headway, and the large negative values indicated 
a bus that was more than 10 minutes earlier than its scheduled headway. These values 
were considered unreasonable outliers for a bus routes that had an average cycle time 
of just 20 minutes. About 0.8% of the observations had these unrealistic values and were 
removed from the dataset.

Operation Interruption

Interruptions in bus operations along the route occurred for various reasons. These included: 
driver breaks, driver changes, mechanical breakdowns, and emergencies. During an 
interruption, bus operations may lose continuity if the bus stops for a long period. In such a 
case, passengers are likely to leave the vehicle and instead travel on foot. Thus, travel times 
would not be reliable, and information on operations before the break would not necessarily 
be useful for predictions of occupancy after the break. The data were scanned to identify 
any running times between consecutive stops that exceeded 10 minutes. Once this limit 
was exceeded, it was assumed a long break in operations occurred, and these observations 
were removed from the dataset. As a result, 0.4% of the observations were removed. 

Unreasonably High Passenger Occupancies

The most significant data cleaning issue concerned the presence of unrealistically high 
onboard passenger occupancies. Approximately 5.9% of the data had onboard passenger 
counts larger than 80, with 25% of these having a value of 255 (the maximum value 
possible within this data field). These are not realistic considering that CATA considers 80 
passengers to be the maximum realistic occupancy of buses traveling on the Blue Loop. 
Conversations with CATA staff revealed that these unrealistic values are the result of 
malfunctioning APC systems. Specifically, the APC systems that count alighting passengers 
often malfunction and underestimate the number of people alighting from the bus. This 
results in overestimates of onboard passenger occupancies because bus occupancies 
are determined by counts of passengers boarding at each stop and subtracting counts 
of alighting passengers. These errors also accumulate throughout the day and become 
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larger the longer the bus is in service. These errors are eliminated only when the bus 
returns to the depot and the APC systems are reset. 

No reliable methods exist to differentiate accurate onboard counts from problematic counts 
within any given day; instead, it is known only that counts larger than 80 are likely the 
result of a malfunctioning APC unit. To overcome this, all buses were identified that had 
onboard passenger counts greater than the maximum reasonable value (80) at least once 
throughout its time in service. Because these represented known instances of erroneous 
APC readings, all observations associated with the same vehicle ID for the same day 
were then removed, given that all of those counts were subject to potential errors. In 
total, a large fraction (about 26%) of the observations were removed due to unreasonable 
passenger counts. Examination of this data revealed that data removed in this way were 
more likely to come from a small subset of buses (identified by their unique bus ID), which 
confirmed that these were caused by the malfunctioning APC units. 

Summary Statistics

After the data cleaning process, a total of 230,222 observations remained from the original 
345,153 observations available. Although a large fraction of data were removed, most of 
this was due to the malfunctioning APC systems. The removal of this data is not likely to 
introduce any systematic bias in the data. Table 4 provides basic summary statistics for the 
pertinent variables for datasets both pre-cleaning and post-cleaning. The cleaning process 
helped to reduce the range of values observed for the variables, which is evidenced by 
the smaller difference between maximum and minimum values and the smaller standard 
deviations. It should be noted that this reduction was purely coincidental for the weather-
related variables because their quality was not considered in the data cleaning process. 
Eighty percent of this data was used for the model fitting/estimation process, while the 
remaining twenty percent was reserved for validation of the model results.
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Table 4.	 Summary Statistics for Blue Loop Data Used in Model Development 
Before and After Data Cleaning

Variable

Before cleaning After Cleaning

N Mean Std. 
Dev. Min. Max. N Mean Std. 

Dev. Min. Max.

Headway_Deviation

34
5,

15
3

129.35 556.97 -39366 2681

23
0,

22
2

136.86 241.32 -600 1200
Onboard 27.20 40.97 0 255 14.20 13.81 0 80
Temperature 41.67 18.22 -9.4 91.4 48.91 18.89 6.1 90.0
Precipitation 5.06 18.99 0 401 6.61 16.55 0 401
SnowDepth 25.26 61.47 0 381 25.36 63.69 0 381
Variable Percentage with value of 1 Percentage with value of 1
Scheduled_Headway 0 0.01 -
Scheduled_Headway 
300_seconds 0.59 0.59

Scheduled_Headway 
360_seoncds 0.27 0.27

Scheduled_Headway 
480_seconds 0.01 -

Scheduled_Headway 
600_seconds 0.11 0.12

Scheduled_Headway 
1200 0.01 0.02
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IV.  STATISTICAL MODELING METHODS

Various statistical modeling techniques were employed in this study to develop models 
for bus travel time and bus passenger occupancy. These different techniques facilitated 
the modeling of expected outcomes (which is traditionally done for transit data) as well 
as the distribution and uncertainty associated with these outcomes. The remainder of this 
section will describe these methods and provide some background on their advantages and 
limitations. For readers who are not interested in some of these technical details (or for those 
who are familiar with these models), this section may be skipped without loss of continuity. 

LINEAR REGRESSION MODEL

The linear regression model is one of the most basic—and most prominently used—
statistical regression techniques. As discussed in the introductory section, linear regression 
has been previously applied when modeling bus travel times and for predicting transit 
demands, although not at the granularity of individual bus occupancies. 

Linear models adopt the following form:

in which 𝑦𝑦	 is the dependent variable to be predicted, 𝑖𝑖	 is an index of the observation 
number, 𝑥𝑥" 	 is a vector of 𝐽𝐽	 independent explanatory variables used to predict 𝑦𝑦	, and 𝛽𝛽" 	 are 
the set of model coefficients to be estimated. The last term, 𝜀𝜀" 	, is an error term associated 
with each observation. 

In a linear model, the effects of all variables are assumed to be additive (Rosenbaum, 
2002). That is, the change in any independent variable 𝑥𝑥" 	 of one unit corresponds with 
an additive change in the prediction of the dependent variable by an amount equal to the 
associated model coefficient, 𝛽𝛽" 	. These model coefficients are typically estimated using 
the ordinary least squares procedure, which selects the coefficients that minimized errors 
between actual observations and those predicted by the model. 

Error terms, 𝜀𝜀" 	, in the linear regression model are assumed to be independently and 
identically distributed random observations with zero mean and constant variance (Gaussian 
distributed). Thus, the variance of these error terms is assumed to be independent of the 
dependent variables (i.e., uncorrelated). Violation of the constant variance assumption, 
commonly known as heteroscedasticity, results in biased estimates of the standard 
errors associated with each of the model coefficients. In practice, these violations are not 
unexpected, and this limits the predictability of the outcome’s uncertainty using the results 
obtained from linear regression models. Specific to the work in this report, the linear models 
start with the assumption that the uncertainty associated with the prediction is the same 
for all predictions made (i.e., constant variance). These models can provide the expected 
value (point estimate) of the independent variable for a given set of independent variables:
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The uncertainty associated with this estimation is assumed to be constant and independent 
of the explanatory variables. This precludes the simultaneous estimation of the expected 
value and level of uncertainty for a given set of independent variables. To overcome this 
limitation, accelerated failure time survival models and quantile regression models will 
be used. 

NEGATIVE BINOMIAL REGRESSION MODEL

The negative binomial regression model is a type of count regression model that is used 
to model dependent variables with values restricted to non-negative integers. This type of 
count regression model has been used extensively in the modeling of transportation data, 
particularly crash data (Lord and Mannering, 2010; Lord et al., 2005; Poch and Mannering, 
1996; Shankar et al., 1995).

To ensure the count restriction is maintained, count models assume that independent 
variables have multiplicative effects; i.e., the change in a single independent variable is 
associated with a multiplicative change in the estimate of the dependent variable (Hilbe, 
2011). The specific functional form adopted in the negative binomial model is:

𝑦𝑦" = 𝑒𝑒%&' %()*(( '+* 	,

where the exponent of the error terms are gamma distributed with mean exp 𝜀𝜀% = 1	 and 
scale parameter 1α. Using this error term, the negative binomial model assumes observed 
data can be described using the following density function: 

P 𝑦𝑦 = 𝑦𝑦$ 𝑥𝑥$ =
Γ 𝑦𝑦$ + 𝛼𝛼)*

𝑦𝑦$! Γ 𝛼𝛼)*
𝛼𝛼)*

𝛼𝛼)* + 𝜇𝜇$

-./ 𝜇𝜇$
𝛼𝛼)* + 𝜇𝜇$

01
, 𝑦𝑦$ = 0, 1, 2…	

where Γ x  represents the gamma function, and 𝜇𝜇" 	 is the mean value that describes the 
𝐸𝐸(𝑦𝑦$)	. The parameter coefficients are generally estimated using the maximum likelihood 
technique that seeks to select the parameters that maximize the likelihood that this 
distribution describes the observed count data. 

Often, especially when using transportation data such as crash frequencies or passenger 
occupancies, a large number of zero values is observed. For example, many roadway 
segments experience zero crashes. With respect to transit, many buses run empty (i.e., 
zero passengers) during off-peak times. In this case, a zero-inflated negative binomial 
model (ZINB) can be used to account for these large numbers of zero observations. The 
ZINB uses a separate model to account for excess observations of zero counts (compared 
with the number that would likely be observed using the negative binomial distribution). A 
binary logit model is used to determine the likelihood of excess zero-count observations. 
Different independent variables can be used in this model than in the count prediction 
model. In essence, this increases the probability of observing a value of zero. Using Fi 
as the probability of the observation have a zero value from the binary logit model, the 
probability distribution function of the ZINB becomes: 
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P 𝑦𝑦 = 0 𝑥𝑥& = 𝐹𝐹& + 1 − 𝐹𝐹& 1 + 𝛼𝛼𝜇𝜇& -./0 	 and

P y# = y# 𝑥𝑥& = 1 − 𝐹𝐹&
Γ 𝑦𝑦& + 𝛼𝛼./

𝑦𝑦&! Γ 𝛼𝛼./
𝛼𝛼./

𝛼𝛼./ + 𝜇𝜇&

345 𝜇𝜇&
𝛼𝛼./ + 𝜇𝜇&

67

The predicted values using the ZINB becomes:

𝐸𝐸 𝑦𝑦# 𝑥𝑥# = (1 − 𝐹𝐹#)×𝑒𝑒-./ -01200 	

To test for zero-inflation and determine if the ZINB should be used, a Vuong test is used 
(Vuong, 1989; Washington et al., 2010). The Vuong test is essentially a t-test between 
two models that helps to determine which model is preferred. The Vuong test statistic is 
calculated as:

V =
𝑀𝑀 𝑁𝑁
𝑆𝑆&

where 𝑀𝑀 =	 the mean value of M	, M = 𝑙𝑙𝑙𝑙𝑙𝑙
𝑃𝑃 𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍
𝑃𝑃 𝑁𝑁𝑁𝑁 , 𝑃𝑃 𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍 =	 the probability of observing the 

outcome based on the ZINB model, 𝑃𝑃 𝑁𝑁𝑁𝑁 =	 the probability of observing the outcome 
based on the standard negative binomial model, 𝑆𝑆" =	 the standard deviation of M	, and 
𝑁𝑁 =	 the sample size. A test statistic value of larger than 1.96 indicates that the ZINB model 
is preferred over the standard negative binomial, a value of smaller than -1.96 indicates 
that the standard negative binomial is preferred, and a value between -1.96 and 1.96 is 
inconclusive. If the Vuong test indicates that the ZINB model is preferred, this provides 
justification for using the ZINB model in predicting the passenger occupancy of buses. 

ACCELERATED FAILURE TIME SURVIVAL MODEL

Survival models, also known as duration models, describe the time until a specific 
event occurs. These models have seen extensive use in the modeling of infrastructure 
deterioration, where the time-to-failure or required maintenance activity for a specific 
infrastructure element is considered as the dependent variable. However, as described 
in the review of relevant literature, survival models have yet to be used to describe transit 
data, even though the time required to travel between two stops fits within this general 
modeling framework. 

An accelerated failure time survival model can be described using a survival function, 𝑆𝑆(𝑡𝑡)	, 
which provides the probability that the time until the event occurs exceeds a certain value, 𝑡𝑡	:

𝑆𝑆 𝑡𝑡 𝑥𝑥$ = 𝑃𝑃𝑃𝑃 𝑦𝑦$ > 𝑡𝑡|𝑥𝑥$ = 𝑃𝑃𝑃𝑃 𝛽𝛽, + 𝛽𝛽.𝑥𝑥$.
.

+ 𝜀𝜀$ > log 𝑡𝑡 |𝑥𝑥$

The accelerated failure time survival model is useful because the survival function provides 
the entire distribution of the dependent variable as a function of the independent variables 
𝑥𝑥	. Obtaining such a distribution is not unique to accelerated failure time survival models—
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the distribution of the dependent variable can be also obtained using linear and negative 
binomial models. However, the distributions obtained from the linear models change in the 
expected values only as the variance of the estimates is held constant. 

Various distributions of the disturbance terms 𝜀𝜀" 	 can be assumed, and each assumption 
provides a different form of the survival function and different distribution of the dependent 
variable 𝑦𝑦	. Common error-term distributions include the extreme value, generalized 
extreme value, normal, and logistic distributions, which lead to the Weibull, generalized 
gamma, log-normal and log-logistic distributions for the dependent variable, respectively. 
These not only differ based on the functional form of the distribution assumed but also on 
the general behavior expected of the dependent variable. These can be described by the 
ratio of the probability density function to the survival function for the dependent variable, 
which is known more commonly as the hazard function. The Weibull distribution results in 
a monotonic hazard function, while the log-normal and log-logistic distributions result in a 
concave hazard function. The generalized Gamma distribution has the most flexible shape 
that can mimic the previous two hazard shapes or even create a convex U-shaped hazard 
function (Greene, 2011).

The model coefficients can be estimated in one of two ways. If data are censored (i.e., the 
time of some events is unknown), maximum likelihood estimation is applied. However, if the 
data are not censored, the model coefficient can be estimated using ordinary least squares. 

QUANTILE REGRESSION MODELS

Quantile regression is a modeling approach that predicts the 𝜃𝜃"#	 percentile of the 
dependent variable 𝑦𝑦	, as opposed to the expected (mean) value (Koenker and Bassett Jr, 
1978; Koenker and Hallock, 2001). This is useful when extreme outliers are likely to bias 
models of expected value or when information other than the mean value is needed. More 
pertinent to this project, quantile models can provide an indication of the range of values 
expected for a given set of conditions (subject to a certain degree of confidence defined 
by the quantiles chosen in the model). The size of this range can reveal how uncertain the 
estimate might be. 

Linear quantile models have additive effects, like linear regression models, where the 
change in an independent variable results in an additive change in the estimate of the 
quantile value. The linear quantile models are estimated differently, however. Model 
coefficients are estimated by considering a weighted average of positive and negative 
error terms, as shown here: 

min 𝜃𝜃 𝑦𝑦& − 𝛽𝛽) − 𝛽𝛽*𝑥𝑥&*
*&∈ -./	123 145.44

+ (1 − 𝜃𝜃) 𝑦𝑦& − 𝛽𝛽) − 𝛽𝛽*𝑥𝑥&*
*&∈ -.:	123 145.44

As shown, the estimate of the dependent variable is made using a linear model. The 
first term in the parentheses represents observations that would be underestimated by 
this linear model, and these errors are weighted by the percentile being considered. The 
second term in the parentheses represents observations that would be overestimated 
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by the linear model, and these errors are weighted by one, minus the percentile being 
considered. The coefficients 𝛽𝛽	 are selected that minimize this weighted average of the 
positive and negative error terms using maximum likelihood estimation techniques. The 
resulting model estimates the 𝜃𝜃"#	 percentile of the dependent variable as a function of the 
independent variable. There are no restrictions on the set of independent variables from 
one percentile to another; therefore, each percentile can have its own set of independent 
variables, and the functional form of the model for each percentile can be different. 
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V.  MODELING TRAVEL TIME UNCERTAINTY

In this chapter, a framework is developed to simultaneously model expected bus travel 
time between two stops and the uncertainty associated with this estimate. The results are 
compared with a more traditional method of modeling travel times that does not provide 
reasonable uncertainty values. The proposed method uses the accelerated failure time 
survival model (AFT survival model). The dependent variable in an AFT survival model 
is the time remaining until some event occurs; in this case, the time until the bus arrives 
at a particular stop. As previously mentioned, this modeling framework provides the full 
distribution of the dependent variable, which can be used to estimate the expected value 
(mean travel time) and variation (variance of travel times). This is compared with a linear 
regression model, which was found to be one of the commonly used modeling methods for 
bus travel times based on a review of the literature. The linear regression model provides 
only an estimate of the expected travel time. The variance of this expected travel time can 
be inferred from the linear regression model as the root mean square error (RMSE) of the 
model predictions. However, this variance is assumed to be the same for all estimates of 
mean travel time and thus might not be useful to estimate travel time uncertainty in real time. 

This framework is applied to a single stop-pair available along the Blue Loop dataset to 
demonstrate its feasibility. Ideally, individual models would be needed for every stop-pair 
to estimate bus travel times between any two locations. However, errors in this specific 
dataset precluded this. The primary error involved how travel times were calculated along 
the Blue Loop. To detect the time a bus arrives at a stop, all 15 stops along the route are 
defined using geocoded “stop-zones” around the bus stop area. The time buses pull into a 
stop-zone and pull out of a stop-zone are noted by the AVL system and recorded. A “stop 
report” is created for each pull-in and pull-out maneuver at a particular stop. This report 
provides the pull-in time and the dwell time, which is equal to the difference between the 
pull-out and pull-in times. In many cases, stop-zones actually overlap, particularly when 
adjacent stops are in close proximity (e.g., stops 3-5, 14-15; see Figure 4). Thus, a bus 
can be reported as having pulled-in to one stop before it technically pulled-out of another. 
This yields unrealistic negative travel times between adjacent stop pairs along the BL that 
were not seen as reasonable to develop travel time models.

Since the goal was not to provide actual travel time models but just to assess the usefulness 
of this newly proposed modeling approach, a model was developed to estimate travel 
times between a single stop-pair: from stop 9 (Nittany Community Center) to stop 15 
(Walker Building). This particular 1.2-mile (1.9-km) segment was selected because it 
provides a mix of traffic control devices along the route (stop signs and traffic signals), 
numerous pedestrian crosswalks, and travel along a busy signalized arterial (College Ave). 
This segment also avoids the stop 6 (Jordan East Parking), which serves as a headway 
checkpoint that may result in significantly long dwell times. Thus, only observations at 
stop 9 were used, and each bus’s travel time from stop 9 to stop 15 was considered as 
the dependent variable for analysis. A total of 15,421 observations were available in the 
cleaned modeling database for this purpose. Table 5 provides the summary statistics for 
the relevant variables that were considered for modeling purposes. Note that the Travel_
Time values are from Stop 9 to Stop 15 and are provided in seconds. Also, the weather-
related variable “snowdepth” is coded as an indicator variable to represent the presence of 
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snow on the ground. When the actual snowdepth is larger than 30, the snowdepth variable 
is given a value 1; otherwise, it is 0.

Table 5.	 Summary Statistics for Data Used in Travel Time Models Representing 
Observed Travel Times from Stop 9 to Stop 15 (N=15,421)

Variable
After Cleaning

Mean Std. Dev. Min. Max.
Travel_Time 590.21 131.32 367 1782
TTPreBus 589.63 131.39 367 1782
Headway_Deviation 139.67 207.45 -590 1197
Onboard 11.84 11.37 0 77
Temperature 41.65 18.25 -5.8 91.4
Variable Fraction of observations with value of 1
Scheduled_Headway 300 0.60
Scheduled_Headway 360 0.27
Scheduled_Headway 600 0.12
Scheduled_Headway 1200 0.01
Time_Period 1 0.04
Time_Period 2 0.04
Time_Period 3 0.01
Time_Period 4 0.05
Time_Period 5 0.01
Time_Period 6 0.05
Time_Period 7 0.01
Time_Period 8 0.05
Time_Period 9 0.01
Time_Period 10 0.05
Time_Period 11 0.01
Time_Period 12 0.04
Time_Period 13 0.01
Time_Period 14 0.04
Time_Period 15 0.18
Time_Period 16 0.01
Time_Period 17 0.03
Time_Period 18 0.03
Time_Period 19 0.02
Time_Period 20 0.03
Time_Period 21 0.04
Time_Period 22 0.04
Time_Period 23 0.02
Time_Period 24 0.03
Time_Period 25 0.03
Time_Period 26 0.02
Time_Period 27 0.12
SnowDepth 0 0.78
SnowDepth 1 0.22
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Table 5 shows that the expected travel time in this segment is 590 seconds, with a standard 
deviation of 131 seconds for individual values. This average historical value can provide 
a basic travel time estimate. However, it is clear that these travel times might change 
throughout the course of the day. Instead, historical information could be used to estimate 
the average travel time for each of the Time_Periods considered and these then used as 
historical travel time estimates. Table A1 (in the Appendix) provides these historical travel 
time estimates for each Time_Period. These historical values will be used as a baseline 
with which to compare the regression models developed as a part of this work. 

REGRESSION RESULTS

A linear regression model and several forms of the AFT survival models (each differing in 
the specific form of the disturbance term assumed) were each estimated to predict bus 
travel times along this segment. At the first stage, simple models with only primary effects 
(i.e., no interaction terms between variables) were estimated. Non-parametric survival 
models were applied first to improve understanding of the data. With non-censored data, 
a sharp increase in the hazard was observed when travel time is high, which might be 
caused by the existence of some extreme values. These extreme values for travel times 
likely occurred due to malfunctioning AVL units or during special events (e.g., Penn State 
University activities—such as sporting events—which cause significantly different travel 
patterns). To address the problem, an upper limit for travel time was set, and the top 1% 
percentile observations were censored such that a better-shaped hazard was obtained. 
The resulting AFT models had a much better fit, as the parametric models considered 
could accurately describe the hazard function. Summary statistics for these primary 
models are provided in Table 6. R2 reflects the overall fitness of a linear model; AIC (Akaike 
Information Criterion) is a measure of the relative model quality and provides a means to 
select between models; and RMSE (Rooted Mean Square Errors) gives an indication of 
difference between estimated values and actual values. 

Table 6.	 Summary Measures for Travel Time Regression Models without 
Interactions

Form
Error Term 
Distribution Independent variables R2 AIC

RMSE 
(seconds)

Linear Normal Time_Period 
Onboard

TTPreBus
Headway_deviation 

Scheduled_Headway_300 
SnowDepth Temperature

0.271 97715 111

AFT Survival Weibull - 116407 111

Log-normal - 112991 111

Log-logistic - 112858 111

Generalized Gamma - 112625 113

In both the linear and AFT survival models, Time_Period, peak scheduled headway (of 
300 seconds), headway deviation, current occupancy, and travel time of the previous 
bus through the segment were found to be statistically significant, and their parameter 
estimates were all consistent with expectations. SnowDepth and Temperature were not 
statistically significant at 95% confidence level, but these variables were kept in the model 
because they provided a better fit (demonstrated by the lower AIC and RMSE values). 
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The RMSE was used as the primary means to compare each model’s predictive ability. In 
terms of RMSE, the performances of all the models are close (even across different forms 
and distributions). This is likely due to the shape of the hazard curve not fitting any particular 
distribution better than the others. For each prediction, there is a mean error of about 110 
seconds, which is approximately one-fifth of the mean travel time. For comparison, the 
RMSE value that would be obtained using the historical travel times is 126.80 seconds. 
Therefore, the regression models improve travel time estimation accuracy by an average 
of 12.5%. Note that R2 values are generally not provided for the survival models. 

Estimates for the variable coefficients in all model forms have consistent signs, although 
the magnitudes of these estimates vary between modeling forms (as expected). The 
coefficients of the linear model are provided in Table A2 as an illustrative example because 
the coefficients in this model time have a physical meaning (the change in travel time based 
on a unit change in the associated variable). Notice that regular up-and-down fluctuations 
were observed from the estimates of the Time_Period variable, which indicated that the 
peak time periods between classes generally have higher travel times. As expected, the  
Onboard coefficients had positive estimates because it is positively related with higher 
dwell times as well as busier time periods. TTPreBus, which represents the travel time 
of the previous bus in this segment, had a positive coefficient, which suggests that travel 
time will increase as the travel time of the previous bus increased. This is consistent 
with engineering intuition, as larger previous bus travel times indicate congestion and 
other effects that might slow down subsequent buses. Headway_deviation had a positive 
estimate, which indicated that buses behind schedule have larger travel times. This is 
consistent with Newell’s research findings about the inherent instability in bus systems. 
The coefficient estimate for the dummy variable Scheduled_Headway (300 seconds) 
was positive and statistically significant because short headways are generally applied 
during busy time periods when both running times and dwell times increase. All other 
dummy variables for scheduled headway were not statistically significant, indicating a lack 
of significant differences for other scheduled headway values. This could also indicate 
that headway effects are picked up in the Time_Period variable (which is likely). Also, 
not surprisingly, SnowDepth was positively related with travel time, which verifies that 
buses travel slower when the roads have snow. Temperature also had positive estimates, 
which indicates longer travel times on warmer days. This is likely due to larger delays at 
pedestrian crosswalks due to increased pedestrian activity on warmer days.

Models with secondary effects (i.e., that include interactions between variables) were also 
estimated to see if they provided additional estimation accuracy. As shown in Table 7, 
the inclusion of interactions between the time period and onboard passenger occupancy 
provided increased predictive ability over the models without variable interactions as 
measured by the lower AIC and RMSE values. These models provide more accurate 
predictions in terms of both the expected value and the uncertainty of travel time estimates. 
The results make sense: the impact of additional passengers on the bus is likely to be 
different during busier periods than less busy periods. However, the RSME values do not 
decrease significantly: on average, the additional interactions improve estimation accuracy 
by just 1 second (about 1%). In this situation, the AIC value can be used to assess if the 
interaction terms should be included (assessing the quality of estimates for the expected 
value rather than the uncertainty of the estimate). The drawback of the additional interaction 
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terms is that they require the estimation of many more model coefficients, which can lead to 
potential over-fitting of the model. However, the AIC value also accounts for the additional 
number of model coefficients that are estimated and compares this to the improved model 
fit. Lower AIC values indicate a better model. Comparing Table 6 and Table 7, we see that 
the models with interaction terms have lower AIC values in all cases, which means that, 
from a statistical perspective, the models with interaction terms are preferred. Although the 
improvement of prediction accuracy is marginal, the model form makes more sense and is 
used to compare the best linear and AFT survival models. 

Table 7.	 Summary Measures for Travel Time Regression Models Including 
Interaction Terms

Form Distribution Independent variables R2

AIC
(unlogged for 

survival models) RMSE
Linear - Time_Period Time_

Period*Onboard
TTPreBus

Headway_deviation 
Scheduled_Headway_300 

SnowDepth 
Temperature 

0.28 97654 110

AFT Survival Weibull - 115088 111

Log-normal - 111523 111

Log-logistic - 111234 111

Generalized Gamma - 110957 112

MODEL TESTING AND VALIDATION

After the model establishment, the testing dataset was used to compare the predictive 
capabilities of the linear and survival models. This included comparisons of both the point 
estimate of travel time and variances associated with these predictions. The log-logistic 
survival model was used for comparison due to its low RMSE and AIC. The RMSEs of 
predictions using the testing data set were essentially identical with the results from 
training data, which indicated very good predictive validity. This also suggests that the 
model is not over-fit to the data because it shows similar predictions for the testing dataset. 
Figure 5a presents the mean travel times and RMSEs from the linear and log-logistic 
survival models for each of the 27 time periods. As shown, the mean values and RMSEs 
for predictions from both models are also close to each other and the RMSEs are stable. 
Regular fluctuations in mean travel times are observed across the day, which reflects 
different travel behaviors in the peak and off-peak time periods. The fluctuations are more 
obvious for time periods on MWF (time periods 1 to 15) because the class arrangements 
on TR are less concentrated. At Time_Period 7 (noon on MWF), the relative error of 
predictions showed a high peak. This is likely due to the large fluctuations in demands 
during lunch time. For all time periods, the mean RMSEs are always less than one-quarter 
of the mean actual travel time.

The transferability of the models across different semesters was also examined to determine 
if a model with one set of data accurately reflects future conditions. The transferability of 
models was tested by estimating the models using data from an earlier semester and 
then testing the predictions for later semesters. In such a way, the predictive ability of 
models estimated using historical data can be validated. Figure 5b and Figure 5c show the 
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prediction results using models estimated with data from Spring 2013 (January-April 2013) 
and tested with the data from the following two semesters (August-November 2013 and 
January-April 2014). The linear model and log-logistic survival model performed similarly 
in the tests, although the log-logistic survival model showed better fitness in some time 
periods. The prediction results from Spring 2014 are slightly better than Fall 2013 in terms 
of MSEs, likely due to the different weather conditions and class arrangements between 
spring and fall semesters. Overall, the MSEs are stable from the tests, which implies that 
the models are transferable across semesters.

(a) Established with training set and tested with testing set

(b) Established with data from Spring 2013 and tested with data from Fall 2013

(c) Established with data from Spring 2013 and tested with data from Spring 2014

Figure 5.	 Average Predicted Travel Time and Relative Errors as a 
Function of Time_Period
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UNCERTAINTY COMPARISONS

The primary benefit of the AFT survival models is that they provide an estimate of the 
distribution of travel times, which is contrary to the linear regression model, which provides 
just a point estimate alone. However, the distribution from the linear regression model 
can be inferred by recognizing that error terms are normally distributed with a standard 
deviation equal to the RMSE. Thus, the uncertainty of the travel time estimates can be 
calculated using both modeling approaches. In the linear regression model, the uncertainty 
is the same for all estimates. In the AFT survival models, the uncertainty is computed using 
the distribution obtained from the travel time distribution. However, uncertainty estimates 
are unique for each estimate because each estimate has a unique travel time distribution. 
Here, the uncertainties obtained using each modeling approach are compared to highlight 
the benefits of applying the AFT survival approach for modeling bus travel times. 

Using the estimated distribution from the AFT survival models and the inferred distribution 
from the linear regression models, various confidence intervals were estimated for the 
travel time estimates. These confidence intervals were used to assess how well each model 
type could predict travel time uncertainty. Table 8 presents the results. The first column 
represents the particular confidence interval selected. The second and third columns 
represent the fraction of actual travel times that are observed within the confidence interval 
for the travel time estimate. If the models were perfect, one would expect the second and 
third columns to be equal to the first. Note the fraction of observations within the CI is 
much closer to what one would hope to expect for the survival model than for the linear 
model; this is shown graphically in Figure 6, which also contains a line representing the 
theoretical best-fit. While the linear model fractions are generally higher, this suggests that 
errors in the estimates are NOT normally distributed, and thus this assumption (which is 
made in the linear regression model) does not hold. 

Table 8.	 Confidence Intervals for Travel Time Estimates Using Linear and 
Survival Regression Models

% within CI CI width (sec)
Linear Survival Linear Survival

Confidence 
Level

0.95 94.8% 95.0% 437.8 416.4
0.85 88.7% 84.5% 321.6 282.5
0.75 80.9% 74.3% 257.0 218.0
0.65 71.5% 63.8% 208.8 173.3
0.55 62.4% 53.8% 168.7 138.1
0.45 51.6% 44.0% 133.5 108.1
0.35 40.3% 34.5% 101.4 81.4
0.25 29.0% 24.5% 71.2 56.9
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Figure 6.	 Comparison of Confidence Interval with Fraction of Observations that 
are Observed within Confidence Interval (Travel Time)

The last two columns of Table 8 provide the width of the various confidence intervals (in 
seconds). This information reveals that the uncertainty of the estimates is about 12% 
smaller on average when using the survival model than when using the linear regression 
model. This can be observed in Figure 7, which provides the size of the confidence interval 
for any given confidence level. Thus, the survival model estimates are tighter (generally 
have less uncertainty associated with them) than the linear model estimates. 
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Figure 7.	 Size of Confidence Interval for Given Confidence Level (Travel Times)
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FACTORS MOST IMPACTING UNCERTAINTY

As shown previously, the survival model can successfully model bus travel times for this 
particular stop-pair within the Blue Loop and also predict the level of uncertainty associated 
with these predictions. Therefore, one can use the survival model to unveil key characteristics 
that might impact travel time uncertainty. This would provide the transit agency with more 
information on the situations under which travel times are most certain and the situations 
that cause highly variable travel times. To do this, elasticities were used. The elasticity 
is defined as the percent change in a particular variable due to a particular change in 
another. Because the primary goal is to understand travel time uncertainty, the percentage 
change in the variance associated with the travel time estimate—a measure of how much 
uncertainty is associated with that estimate—versus a change in each of the explanatory 
variables is considered. For these calculations, all continuous variables are assumed to be 
equal to their mean value in the dataset. For the categorical variables, Time_Period 1, a 
scheduled headway of 300 seconds and no snow on ground (snowdepth = 0) are selected 
as the baseline conditions. Elasticities for continuous variables (onboard passenger count, 
previous bus travel time, deviation from scheduled headway, precipitation, snow depth, 
and temperature) are provided as the percent change in travel time variance for a 1% 
increase in that variance. For the categorical variables, they are provided as the percent 
change in travel time variance from a change in the base condition. The elasticities are 
presented in Table 9.

Table 9.	 Elasticities Describing Influence on Travel Time Variance
Variable Category Elasticity in Variance
Onboard - 0.067

TTPreBus - 0.305
Headway_deviation - 0.011

Temperature - 0.018
SnowDepth 1 0.002
Time_Period 2 0.012
Time_Period 3 0.014
Time_Period 4 -0.057
Time_Period 5 -0.015
Time_Period 6 -0.026
Time_Period 7 0.013
Time_Period 8 -0.012
Time_Period 9 0.049
Time_Period 10 -0.042
Time_Period 11 0.098
Time_Period 12 -0.024
Time_Period 13 0.013
Time_Period 14 -0.032
Time_Period 15 0.035
Time_Period 16 -0.025
Time_Period 17 0.028
Time_Period 18 -0.068
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Variable Category Elasticity in Variance
Time_Period 19 -0.003
Time_Period 20 -0.063
Time_Period 21 0.003
Time_Period 22 -0.065
Time_Period 23 0.030
Time_Period 24 -0.017
Time_Period 25 -0.051
Time_Period 26 0.056
Time_Period 27 0.034

Scheduled_Headway 300 0 -0.12

These elasticities reveal key information about travel times on this particular segment. 
Comparison of these elasticities with the parameter coefficients in reveals that, in general, 
travel time uncertainty increases as the mean travel time increases. This suggests that 
estimates of travel time are more uncertain for larger travel times than for smaller travel 
times. While not surprising, this confirms behavior that should be expected: the predictability 
of the travel time should decrease as the actual travel time decreases. 

Of the continuous variables, the previous bus travel time appears to contribute most to travel 
time uncertainty. This makes sense, as longer bus travel times would reflect congested 
travel conditions, which are characterized by unpredictable travel speeds and thus travel 
times. Onboard passenger count also has one of the highest elasticities, which suggests that 
more passengers on the bus would increase travel time variability. This is also consistent 
with engineering intuition, as more passengers would result in more opportunities for the 
bus to stop at the intermediate stops, increasing travel times along the segment. Weather-
related variables appear to have little influence on travel time uncertainty, which is surprising. 
However, higher amounts of precipitation and snow might cause all vehicles to travel more 
cautiously, helping to make bus travel times more consistent. 

Table 9 shows that Time_Period 11 (MWF 2:15 p.m.-2:30 p.m.) has the highest elasticity by 
far. This suggests that travel times are much more uncertain during this period than during 
the others. Time_Periods 9, 15, and 26 also have larger positive elasticities, suggesting 
that travel times are more uncertain during these periods. The smallest elasticities were 
observed in Times_Periods 18, 20, and 22, which suggest that travel times are more 
certain during these day/time combinations than in the rest. A non-300-second scheduled 
headway has a negative elasticity, which means travel times are more variable when a 
300-second scheduled headway is used than others. 
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VI.  MODELING PASSENGER OCCUPANCIES

In this chapter, a framework is developed to predict the passenger occupancy of buses 
arriving at a downstream stop, given that real-time information would be available at its 
current or most-recent stop. Fortunately, the data collection issue that created unrealistic 
travel times did not impact the passenger occupancy values observed at each stop. 
Therefore, the entire dataset of 230,222 observations was used for this analysis. The list 
of variables and summary statistics are provided in Table 10. Note that the weather-related 
variables are coded as dummy variables. Snowdepth was coded as an indicator variable 
that represented if the snow depth was larger than 30 mm (1.2 inches), while snow fall 
and precipitation were coded as indicator variables that reflected if their magnitudes were 
greater than 15 mm (0.6 inches). 

Models were created to estimate passenger occupancies for every downstream stop when 
the bus is currently at any of the stops along the route. To do this in a computationally 
efficient manner, several model frameworks were proposed. Using these frameworks 
provided insight into how passenger occupancies should be modeled along bus routes. 
Because no existing efforts have estimated real-time bus passenger occupancies, there 
is no existing baseline for comparison. However, three modeling techniques were used: 
linear regression models, count models, and quantile models. The first two focused on 
estimates of expected passenger occupancy, while the last provided information on the 
uncertainty associated with these estimates. 

From Table 10, one can see that the average bus passenger occupancy is 14 passengers 
per bus. However, this is the average value across the entire route. The average passenger 
occupancy of buses upon leaving each of the bus stops during each Time_Period is 
provided in Table A3. This information could be used to provide bus occupancy estimates 
along the route based only on historical data at each location during any day and time 
period. These historical estimates will be used as a baseline for comparing the proposed 
modeling approaches. 
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Table 10.	 Summary Statistics for Data Used in Passenger Occupancy Models 
(N=230,222)

Variable Mean Std. Dev. Min. Max.
Onboard 14.2 13.81 0 80

Future_onboard 14.4 13.92 0 80
Headway_Deviation 136.86 241.32 -600 1200

Temperature 48.91 18.89 6.1 90
Variable Fraction of observations with value of 1

Scheduled_Headway 300 0.59
Scheduled_Headway 360 0.27
Scheduled_Headway 600 0.12

Scheduled_Headway 1200 0.02
Time_Period 1 0.04
Time_Period 2 0.04
Time_Period 3 0.01
Time_Period 4 0.05
Time_Period 5 0.01
Time_Period 6 0.05
Time_Period 7 0.01
Time_Period 8 0.04
Time_Period 9 0.01

Time_Period 10 0.04
Time_Period 11 0.01
Time_Period 12 0.04
Time_Period 13 0.01
Time_Period 14 0.04
Time_Period 15 0.18
Time_Period 16 0.01
Time_Period 17 0.03
Time_Period 18 0.03
Time_Period 19 0.02
Time_Period 20 0.03
Time_Period 21 0.04
Time_Period 22 0.04
Time_Period 23 0.02
Time_Period 24 0.02
Time_Period 25 0.03
Time_Period 26 0.02
Time_Period 27 0.12
SnowDepth 0 0,79
SnowDepth 1 0.21

Snow 0 0.22
Snow 1 0.08

Precipitation 0 0.78
Precipitation 1 0.22
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MODELING FRAMEWORKS

Ideally, it would be desirable to predict the passenger occupancy of a bus as it arrives to 
any future stop when the bus is currently at any location along the route. One way to do this 
would be to create a separate model for each of the current-future stop-pairs. For the Blue 
Loop, this would require the estimation of unique regression models. Such a method might 
not be scalable to larger routes with more stops. Instead, three modeling frameworks were 
examined that could be used to model passenger occupancies between all stop pairs in a 
more scalable way. The next three subsections describe each of these frameworks. They 
also visually depict each of these frameworks for a hypothetical prediction made for the 
occupancy of a bus as it arrives to stop 5 after it has left stop 1. 

Travel-Length-Based Framework

For this approach, the onboard passenger count at a randomly selected future stop within 
the next cycle (i.e., the next 15 downstream stops for that bus) was used as dependent 
variable in regression. Care was taken to ensure that no operation interruptions occurred 
between the current observation and the future stop. Two sets of dummy variables were 
created to represent the current bus location and distance to the future prediction: 1) 
Current_Stop, a set of dummy variables representing the current bus stop; and, 2) Stops_
Away, a set of dummy variables representing the number of stops between the current 
stop and the stop for which the occupancy prediction will be made. With both of these 
terms, any current-future stop-pair can be included in the model. Figure 8a illustrates this 
framework for a hypothetical prediction made for the occupancy at stop 5 when the bus 
is currently at stop 1. In this example, the dummy variable for the starting stop, Current_
Stop_1, has a value of 1, and the dummy variable for travel length, Stops_away_4, is set 
1. All the other variables for starting stop and travel length are 0. 

This model was specified to capture the influence of how far downstream the prediction 
is being made. It is expected that the further away the prediction (i.e., the higher value of 
Stops_away used), the less of an effect real-time information from the current bus stop will 
play on the prediction.

(a) Travel-length-based framework

(b) Segment-based framework

(c) Next-stop-based framework

Figure 8.	 Graphical Depiction of the Three Modeling Frameworks Considered 
to Estimate Passenger Occupancies
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Segment-Based Framework

In this approach, the dependent variable was chosen in the same manner as the travel-
length-based framework. Here, a set of 15 dummy variables, Segi, were created to 
represent the segments between two adjacent stops along the route. Each of these dummy 
variables indicates if the bus travels on that particular segment between the current and 
future locations. Figure 8b illustrates the framework for a hypothetical prediction made 
for the occupancy at stop 5 when the bus is currently at stop 1. Dummy variables for 
segments between stop 1 and stop 5 (Seg1, Seg2…Seg4) all have a value of 1 while the 
remaining dummy variables (Seg5…Seg15) each have a value of 0.

This framework was easy to understand conceptually and to implement. This framework 
can be used to reveal the busiest segments along the route (i.e., the segments in which 
the most passengers enter the bus and the most passengers exit the bus). This framework 
is also more computationally efficient, as only 15 dummy variables are considered, instead 
of the 30 dummy variables included in the travel-length-based framework.

Next-Stop Framework

The two previous frameworks directly model the occupancy at any future stop for any 
current stop that the bus might be at. In this framework, the future stop selected in the 
regression model is always the next downstream stop; e.g., if the bus is currently leaving 
stop 1, the model will estimate the passenger occupancy expected when the bus pulls out 
of stop 2. Consequently, only a single set of dummy variables are needed to indicate the 
current stop. This results in a very simple regression procedure, as the dependent variable 
is always the future bus occupancy after it reaches the next stop. 

Predictions of bus occupancy can still be made for future stops that are located multiple 
stops downstream. In this case, an iterative process is used in which the prediction at the 
intermediate stop is used as an estimate for the current passenger occupancy at that stop. 
This is conceptually similar to how an auto regressive model would be applied. Figure 8c 
illustrates how this framework can be applied for a hypothetical prediction made for the 
occupancy at stop 5 when the bus is currently at stop 1. First, a prediction will be made for 
the bus occupancy at stop 2. This prediction would then be used to estimate a prediction 
for stop 3, and the procedure repeated until a prediction is obtained for stop 5. This is 
conceptually similar to how an auto-regressive model would be applied.

This framework focused on the relationship between adjacent stops. The model form 
was simpler, and the results were more predictable. As a result, it should provide better 
predictions for nearby downstream stops than do other frameworks. However, this 
framework is not likely to be as accurate for occupancy predictions at farther stops because 
systematic errors in the predictions will become compounded.
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REGRESSION RESULTS

For each of the three modeling frameworks proposed, a linear model and a zero-inflated 
negative binomial model were estimated. (Note that traditional NB binomial models were 
also estimated, but the ZINB outperformed the traditional NB in all cases.) Similar to the 
travel-time models, baseline models with primary effects (i.e., no interaction terms) were 
developed first. As shown in Table 11, for each prediction, there is a mean error of just 
higher than 10 passengers in the linear modeling frameworks. For comparison, the RSME 
value that would be obtained using the historical passenger occupancies at each stop 
from Table A3 is 13.2. Therefore, the linear regression models can improve estimation 
accuracy by about 20%. The linear models outperform the ZINB in terms of AIC and 
RMSE for all frameworks. Thus, the effects of the variables appear to be additive rather 
than multiplicative. This makes physical sense because passengers are being added and 
subtracted as the bus moves between two locations, with separate processes occurring 
that affect the number of passengers that board and alight at each stop. 

Table 11.	 Summary Measures for Passenger Occupancy Regression Models 
without Interactions

Framework Form Predictor Adj. R2 AIC RMSE
Travel-

length-based
LM Onboard Time LastOccuDiff Current_Stop Stops_

away Headway_Deviation Schedule_Headway Tem-
perature Precipitation Snowdepth

0.406 1048386 10.7

ZINB Same,
Zero model: Onboard Time Current_Stop Stops_away

- 1284807 12.0

Segment-
based

LM Onboard Time LastOccuDiff Seg Headway_Devia-
tion Schedule_Headway Temperature Precipitation 

Snowdepth

0.433 1039800 10.5

ZINB Same, 
Zero model: Onboard Time Seg

- 1278609 11.7

Next-stop-
based

LM Onboard Time Current_Stop LastOccuDiff Headway_
Deviation Schedule_Headway Snowdepth

0.875 790624 4.9

ZINB Same,
Zero model: Onboard Time Current_Stop

- 1164303 8.1

Table A4 to Table A6 provide the model coefficients for each of the linear model estimates 
across the three different frameworks. In all model frameworks, the variables headway 
deviation, scheduled headway, current occupancy, difference in onboard number from the 
previous bus, precipitation, snow depth, and temperature were found to be statistically 
significant with signs for the coefficients that are consistent with expectations. LastOccuDiff 
had positive estimates in all models, revealing a positive correlation between the change 
in occupancies for the previous and current buses. The sign of the Headway_Deviation 
coefficient was positive for all modeling frameworks, which reaffirms that passenger 
occupancies will be higher the further a bus falls behind its target headway. The estimates 
for dummy variable Schedule_Headway consistently observed the following sequence 
from higher to lower coefficient values: 300s, 360s, 600s, and 1200s. When the scheduled 
headway is 300s, the average passenger occupancies are higher than in all the other 
situations, which indicates that the increase in travel demands offsets and exceeds the 
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impact of shorter time headways between vehicles. Conversely, when the scheduled 
headway is 600s, the average occupancies on the bus are less than the buses with a 1200s 
scheduled headway. This indicates that the 600s headway periods have less than double 
the demand that occurs during the 1200s headway periods. The weather coefficients reveal 
interesting patterns. Precipitation had a negative coefficient, which indicates less bus use 
during wetter periods. This is reasonable, as people generally make fewer trips while rain 
is falling. Temperature has a negative coefficient, which suggests that buses have lower 
ridership during warmer temperatures and higher ridership during colder temperatures. 
SnowDepth and snow had opposite coefficients. The former represents snow depth on the 
ground and suggests that bus ridership is lower when there is snow on the ground. The 
latter represents current snowfalls and suggests that ridership increases during periods 
with snowfall. This seems reasonable, as snow on the ground might discourage people 
from making trips, while people might use the bus during snowfall because buses provide 
a respite from the elements. However, it should also be noted that these findings are 
limited to a university route serving students and may not represent the general population 
that uses public transit services.

Models with secondary effects (i.e., those that included interactions between variables) 
were also estimated to see if they could significantly improve estimation accuracy. As 
shown in Table 12, the addition of the interaction terms improved model fit (measured by 
the RMSE, indicating less uncertainty in the estimates) in all cases. The improvement in 
the RSME with the addition of the interaction terms appear to be about one passenger, 
which represents about 10% of the total value. Additionally, the reduction in the AIC values 
suggests that these interactions are statistically valid because the improvement in accuracy 
is not outweighed by the additional model coefficients. 

Table 12.	 Summary Measures for Passenger Occupancy Models Including 
Interaction Terms

Framework Form Predictor Adj. R2 AIC RMSE
Travel-

length-based
LM Onboard*Time_Period 

Onboard *Current_Stop*Stops_away 
LastOccuDiff*Time_Period Time_Period*Current_

Stop 
Headway_Deviation 

Schedule_Headway Temperature Precipitation 
Snowdepth

0.475 1025986 10.1

ZINB Same,
Zero model: Onboard Time_Period 

Current_Stop*Stops_away
(Vuong test statistic = 91.51)

- 1277399 11.3

Segment-
based

LM Onboard*Time_Period 
Onboard*Seg 

LastOccuDiff*Time_Period 
Time_Period*Seg Headway_Deviation Schedule_
Headway Temperature Precipitation Snowdepth 

0.499 1017647 9.9

ZINB Same,
Zero model: Onboard Time_Period* Seg

(Vuong test statistic = 84.33)

- 1224611 10.4
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Framework Form Predictor Adj. R2 AIC RMSE
Next-stop-

based
LM Onboard*Time_Period Onboard*Current_Stop 

LastOccuDiff*Time_Period
Time_Period*Current_Stop 

Headway_Deviation 
Schedule_Headway Snowdepth

0.901 748233 4.4

ZINB Same,
Zero model: Onboard Time_Period*Current_Stop

(Vuong test statistic = 126.52)

- 1077642 6.4

The segment-based and travel-length-based models are directly comparable because 
they both model the passenger occupancy at a randomly chosen downstream stop. Based 
on the regression results, the best linear model for segment-based framework is slightly 
better than the travel-length-based framework in terms of adjusted R2, AIC, and RMSE 
values. The RMSEs for the best segment-based and travel-length-based models are about 
10, which means that the average error in prediction of future passenger occupancies is 
about 10 passengers. In comparison, the RMSE for the best next-stop-based model is 
only 4.4. The result is not surprising because predictions would be more accurate for 
estimates of passenger occupancy at the next downstream stop compared with stops 
further downstream. A more direct comparison of these modeling frameworks is provided 
in the model testing section. 

MODEL TESTING

The prediction capabilities of the regression models were further examined in terms of the 
prediction accuracy using the testing dataset, the transferability, and the ability to identify 
full buses. Models from all three frameworks, along with their baseline counterparts, 
were tested in this section. For the segment-based and travel-length-based frameworks, 
the regression results were used directly, while for the next-stop-based framework, the 
iterative prediction approach was used. All predictions smaller than 0 or larger than 
80 were manually set to 0 or 80, respectively, as these represent the limits of realistic 
values. For the next-stop-based framework, the ZINB model was not found to be useful, 
as multiplicative effects resulted in very large (approaching infinity) or small (0) estimates 
of passenger occupancy when applied recursively for downstream estimates due to 
compounding systematic errors in the prediction process.

Prediction Accuracy

Figure 9 illustrates the accuracy of the three different modeling frameworks (measured in 
the RMSE) for the primary models (baselines without interactions) and the models with 
interactions. These models were established using the training dataset, and the results were 
calculated through applying the established models to the testing dataset. The RMSEs are 
presented based on the number of stops downstream that the occupancy prediction is being 
made to better understand the nature of the models. As the previous regression results 
indicated, travel-length-based models and segment-based models with interaction terms 
always outperformed their baseline versions, although the magnitudes of differences were 
not large. For next-stop-based models, the baseline model performed better for predictions 
more than nine stops downstream. This is likely because the model is built to predict the bus 
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occupancy at the next (downstream) stop, and errors in the predictions build as the model 
is used to predict bus occupancies further and further downstream. Overall, the models with 
interaction terms performed better than the baseline models, so the remaining analyses will 
be only based on models that include interaction terms. 

(a) comparisons for travel-length-based models (b) comparisons for segment-based models

(c) comparisons for next-stop-based models

4

6

8

10

12

14

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

RM
SE

Number	of	stops	downstream

travel-length

4

6

8

10

12

14

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

RM
SE

Number	of	stops	downstream

segment
segment	baseline

0

2

4

6

8

10

12

14

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

RM
SE

Number	of	stops	downstream

next-stop
next-stop	baseline

Figure 9.	 Comparison of Model Accuracy Across Modeling Frameworks Both 
Without and With Interaction Terms

Figure 10a and Figure 10b compare the RMSEs across the three different modeling 
frameworks at varying numbers of stops downstream. The total RMSEs obtained from the 
testing data are almost identical to the RMSEs in training data, indicating good predictive 
validity. The RMSE generally grows as the further downstream future stops are, which is 
logical, as less uncertainty exists when predicting passenger occupancy for closer stops. 
Interestingly, the segment-based model almost always performs better than the travel-
length-based model. More importantly, the best framework to use changes based on how 
far away the prediction is being made. The next-stop-based framework performs the best 
for predictions less than four stops downstream. The next-stop-based and segment-based 
perform similarly for predictions of four or five stops downstream. The segment-based 
model performs best for predictions more than five stops downstream, while the next-
stop-based model gets very high RMSE values when the future stop gets further. Thus, 
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this suggests that a combination of frameworks should be used when implementing these 
models in practice. Predictions for nearby downstream bus stops should be made using 
the next-stop framework, while predictions further downstream should be made using the 
segment-based modeling framework. 

(a) Established with training set and tested with
testing set 

(b) Established with training set and tested with
testing set 

(c) Established with data from Spring 2013 and
tested with data from Fall 2013 

(d) Established with data from Spring 2013 and
tested with data from Spring 2014 
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Figure 10.	 Accuracy of Best Passenger Occupancy Models as a Function 
of How Far Away Prediction is Being Made

Model Transferability

The transferability of passenger occupancy models was also tested in a similar way as 
done with the travel time models. Data from Spring 2013 was used as a training set, and 
then the models were tested with data from Fall 2013 and Spring 2014. Figure 10c and 
Figure 10d show the RMSE results from the transferability tests. Based on these results, 
the same patterns were found with segment-based and next-stop-based frameworks: the 
model with best predictions switches at around five stops downstream. The predictions for 
Fall 2013 had slightly higher RMSEs, possibly due to the different patterns (weather and 
class arrangements) between the spring and fall semesters. Overall, the models provide 
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stable predictions, which indicate that patterns do not change significantly over time, and 
the models are transferable over time. 

Identification of Full Buses

A threshold of 60 passengers onboard was used to define a full bus, and this threshold was 
used to determine how accurately the model predictions were able to identify “full” buses. 
In general, it is subject to the judgment of the driver if a bus can hold more passengers. This 
threshold was selected because, in practice, buses start to become crowded with about 
60 passengers onboard and drivers are then very likely to prohibit boarding activities. In 
these test, prediction accuracies from both the segment-based and the next-stop-based 
frameworks were compared, because both gave fairly similar estimation results. Within 
five stops downstream, ~80% of full buses can be identified. This accuracy drops to ~65% 
for all predictions between 1 and 15 stops downstream. Buses that are not full are almost 
always identified accurately (~98% of the time). The reason for this phenomenon is that: 
1) “full” buses occur at more unpredictable high-demand time periods, when more 
fluctuations and extreme situations occur; and, 2) the occupancy range for “not-full” buses 
is from 0 to 60, so the tolerance of prediction errors is larger. Overall, both frameworks 
provide decent identification of full buses within 5 stops downstream. This can be very 
helpful during high-demand periods when three to four BL buses run concurrently and 
buses are generally only about four stops apart.

UNCERTAINTY COMPARISONS

To understand the factors impacting the uncertainty of passenger occupancy estimates, 
quantile models were developed using the segment-based modeling framework. Quantile 
model were developed using the same functional form as the linear models. An additive 
model was assumed because the linear regression models generally outperformed the 
count regression models, which assumed multiplicative effects. The most important 
difference between the two model types is that estimates of a quantile model were obtained 
by minimizing weighted absolute errors, rather than squared errors. The weights for error 
terms were assigned according to the percentile value of interest as well as the sign for 
the error. When estimates are made for a low-percentile value, low-percentile observations 
(which usually have negative errors) receive higher penalties, and thus the estimates are 
pulled toward them. Generally speaking, the prediction of a certain percentile in a quantile 
model can be taken as that particular percentile of predicted dependent variable distribution. 

Using the quantile model outputs (not shown here for brevity), the confidence interval 
widths and prediction accuracies were computed. Unique confidence intervals can be 
obtained for each individual observation. Similar to the travel time models, confidence 
intervals can also be created using linear models, but the uncertainty associated with 
each estimate is assumed to be the same across all observations. Nevertheless, the two 
methods were compared to determine which provided a better fit to the data. Estimates 
from several percentiles were calculated, and the confidence interval can be obtained from 
them (e.g. the 95% confidence interval for an observation can be obtained by calculating 
the 2.5-percentile and 97.5-percentile values). Table 13 provides the confidence intervals 
and prediction accuracies from the segment-based linear model and quantile model. 
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These results were obtained through applying models established with training data to 
testing dataset. As shown, the quantile models reduced confidence interval widths by 
between 3% to 12%; a graphical representation is provided in Figure 11. In terms of the 
prediction accuracies, the results from the quantile model were also closer to theoretical 
values (Figure 12). Again, the standard errors from the linear model were very likely to be 
inflated by some extreme values. 

Table 13.	 Confidence Intervals for Passenger Occupancy Estimates Using Linear 
and Quantile Regression Models

% within CI CI width
Linear Quantile Linear Quantile

Confidence 
Level

0.95 89.13% 95.87% 38.64 37.6
0.85 82.59% 81.80% 28.38 27.28
0.75 75.49% 72.10% 22.58 21.30
0.65 68.05% 62.78% 18.42 17.03
0.55 59.49% 52.86% 14.89 13.54
0.45 50.45% 42.76% 11.78 10.52
0.35 40.06% 33.41% 8.94 7.90
0.25 29.09% 24.77% 6.28 5.62
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Figure 11.	 Size of Confidence Interval for Given Confidence Level 
(Passenger Occupancies)
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Figure 12.	Comparison of Confidence Interval with Fraction of Observations that 
are Observed within Confidence Interval (Passenger Occupancies)

Factors Most Impacting Uncertainty

It appears that the quantile models can accurately predict the uncertainty that exists in 
passenger occupancy estimates. Therefore, the quantile model results can be used to unveil 
key characteristics that most impact uncertainty in passenger occupancies. Based on the 
previous quantile regression results for the segment-based linear model, Table 14 gives the 
percentage change in the size of the 65% confidence interval caused by one unit increase in 
the magnitude of continuous variables; for categorical variables, the increase is caused by 
the change from basic conditions (Time_Period = 1, scheduled_headway = 1200). 

As shown, onboard occupancy has a larger impact on interval width than occupancy change 
recorded for the previous bus. For each onboard passenger, the interval width increases by 
2.5%, suggesting that current onboard passenger count significantly impacts the uncertainty 
of passenger occupancy estimates. Among all the time periods, Time_Periods 2 and 17 
(early morning on MWF and TR) have the most significant impact on the confidence 
interval width, which indicates higher variances in passenger occupancy predictions across 
those periods. The smallest interval widths increases were observed in Times_Periods 
5, 7 and 20, which suggest that bus occupancies are more certain during these day/time 
combinations than the rest. Among stops, the segment from stop 5 to stop 6 (Seg6) and 
stop 11 to stop 12 (Seg12) lead to highest increase in the interval width. This makes sense 
because stop 6 (Jordan East) is near the students parking lots, and stop 12 (Atherton Hall) 
serves the largest dormitory area on campus and has large fluctuations in bus occupancies. 
Also, observations with shorter schedule headways were found to be associated with wider 
confidence intervals. For weather variables, the presence of snow on ground and snowing 
lead to smaller intervals, while other precipitation leads to larger intervals. 
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Table 14.	 Sensitivity of Confidence Interval Size to Various Independent Variables 
for Passenger Occupancy Model

Variable Percentage change in CI
Time_Period 2 5.7
Time_Period 3 -24.0
Time_Period 4 -24.9
Time_Period 5 -35.5
Time_Period 6 -28.2
Time_Period 7 -35.4
Time_Period 8 -29.2
Time_Period 9 -29.0
Time_Period 10 -19.2
Time_Period 11 -24.9
Time_Period 12 -23.3
Time_Period 13 -13.4
Time_Period 14 -19.5
Time_Period 15 -13.2
Time_Period 16 -27.5
Time_Period 17 1.8
Time_Period 18 -27.9
Time_Period 19 -7.9
Time_Period 20 -36.6
Time_Period 21 -21.5
Time_Period 22 -33.4
Time_Period 23 -4.3
Time_Period 24 -30.2
Time_Period 25 -13.8
Time_Period 26 -19.9
Time_Period 27 -12.1

onboard 2.5
LastOccuDiff 1.0

Seg1 7.1
Seg2 4.1
Seg3 -5.4
Seg4 -2.2
Seg5 -6.4
Seg6 11.8
Seg7 -1.3
Seg8 0.8
Seg9 5.3
Seg10 -0.2
Seg11 9.1
Seg12 19.4
Seg13 4.8
Seg14 3.7
Seg15 -2.2
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Variable Percentage change in CI
headway_deviation 0.02

scheduled_headway 300 39.5
scheduled_headway 360 25.6
scheduled_headway 600 14.1

precipitation 5.7
snowdepth -24.0

snow -24.9
temperature -0.35
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VII.  CONCLUDING REMARKS

This project used empirical data from a bus route in State College, PA to develop statistical 
models for bus travel times and passenger occupancies of individual buses. In both cases, 
models were created to provide an estimate of the expected value (i.e., mean value) as well 
as the uncertainty associated with the estimate. For travel times, this was accomplished 
using accelerated failure time survival models, which are able to predict the distribution of 
the time until an event occurs. Here, the event referred to the time until the bus arrives to a 
downstream stop. The AFT survival model was compared with linear regression models—
which are fairly common to describe bus travel times—and were found to: 1) predict mean 
travel times more accurately; 2) accurately model the uncertainty associated with these 
predictions; and, 3) provide smaller uncertainty ranges—or confidence intervals—for 
the predictions. The survival models reveal that travel time uncertainty increases as the 
magnitude of the expected travel times increases. This is not surprising: the larger the 
travel time expected, the more room there is for uncertainty in the estimate. Nevertheless, 
it is satisfying that the model confirms this intuitive result. In terms of individual parameter 
contribution to uncertainty, the AFT survival model reveals that the travel time of the 
previous bus contributes most to travel time uncertainty. That is, the longer the travel 
time observed for the previous bus, the more uncertain the estimate of travel time for 
the current bus. Onboard passenger count also significantly contributes to travel time 
uncertainty; the more passengers currently on the bus, the less accurately travel times 
can be estimated. Weather related variables have little impact on travel time uncertainty. 
The modeling results also reveal that late afternoon peak periods have higher travel time 
uncertainty than other time periods, which is not surprising because these represent the 
most congested time periods. 

For passenger occupancies, both linear regression models and negative binomial count 
regression models were considered to predict mean values. The regression results 
indicate that linear regression models are more appropriate for estimating bus passenger 
occupancies. This suggests that the impacts of independent variables on bus passenger 
occupancy are more additive than multiplicative. Three different modeling frameworks 
were considered to develop a single model to estimate passenger occupancies at all stops 
along the entire route. The next-stop model was found to be most accurate for passenger 
occupancy predictions as the bus travels one to five stops immediately downstream of 
its current location. For predictions of passenger occupancies at stops further away, 
the segment-based framework was found to be most accurate. Uncertainty estimates 
were predicted using quantile regression models, which can directly predict any desired 
confidence interval. The uncertainty analysis reveals that smaller bus headways are 
associated with more uncertainty in the passenger occupancy estimates. The presence of 
precipitation and lower temperatures increases passenger occupancy uncertainty, while 
snow reduces uncertainty. These values also reveal which time periods and segments 
along the route are most uncertain. A summary of these findings is provided in Table 15.
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Table 15.	 Summary of Major Findings
Outcome (predicted) Conclusions from modeling activities
Travel time •	 AFT survival models outperform linear regression models

•	 Uncertainty in travel time increases with mean travel time
•	 Travel time of previous bus and current onboard passenger occupancy associated with 

more uncertain travel times
•	 Weather-related variables have little impact on travel time uncertainty

Passenger occupancy •	 Linear regression models outperform count regression models 
•	 “Next-stop” modeling framework most accurate for predictions 1-5 stops away
•	 “Segment-based” modeling framework most accurate for predictions >5 stops away
•	 Quantile regression model accurately describes uncertainty associated with estimates
•	 Smaller bus headways found to have more uncertain passenger occupancies than larger 

bus headways
•	 Precipitation and lower temperatures increase uncertainty, while snow reduced 

uncertainty in passenger occupancies

One danger of developing statistical models for transit data is over-fitting of the model 
due to the large number of parameter coefficients that must be estimated. To address this 
concern, the transferability of the model across semesters was examined. The results 
revealed that models developed for one semester are appropriate for estimation in the 
next, which suggest that these models can be readily applied for prediction purposes. This 
is promising, as it suggests that the model is not only describing the data used to estimate 
the model; rather, the model is identifying general trends that are consistent across time 
and can be used for estimation purposes.

While the models created here are illustrative and cannot be applied directly to another 
route, they provide evidence that the proposed modeling approaches are feasible for 
modeling travel time and passenger occupancies on bus transit systems as well as a 
modeling framework that can be used to develop prediction models for other bus transit 
systems. These models are fairly easy to estimate using off-the-shelf statistical packages, 
and thus these modeling approaches can be easily applied to any transit system with 
the type of data used here. Furthermore, the estimates are computationally simple to 
apply, which suggests that these models can be readily applied to any real-time transit 
information system. 

Of course, this study was limited by the data quality issues described in Chapter III. Some 
(actual) extreme values were likely eliminated from the dataset erroneously during the 
data cleaning stage. The use of a higher-quality dataset can overcome this issue for 
future efforts at modeling real-time bus occupancies. Future work in predicting passenger 
occupancy should also consider methods for estimating confidence intervals along with 
the point estimate for the mean. For the travel time models, only a single stop pair was 
considered. However, this modeling approach can and should be extended for all stop 
pairs in the network. To reduce the computational burden of doing this, the modeling 
frameworks developed for the passenger occupancy models should be examined for 
travel time estimations such that a single model can reflect travel times between any stop 
pair along the route. 
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APPENDIX A: MODELING OUTPUTS AND TECHNICAL 
DETAILS

Table A1. Historical Travel Time Estimates Based on Time of Day
Time_Period Mean Travel Time (sec)

1 581.18
2 542.06
3 591.86
4 566.47
5 628.86
6 586.75
7 673.69
8 597.15
9 668.95

10 578.49
11 718.85
12 590.63
13 651.41
14 590.81
15 591.83
16 491.11
17 570.18
18 546.54
19 611.98
20 586.11
21 602.6
22 559.1
23 600.68
24 626.5
25 588.37
26 666.45
27 585.36
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Table A2. Parameter Estimates for Linear Travel Time Model
R-Square RMSE AIC

0.27 111.38 97717
Parameter Estimate St. dev T value
Intercept 329.4240 7.6450 43.09

Time_Period 1 9.9528 7.0825 1.41
Time_Period 2 -11.3748 7.0267 -1.62
Time_Period 3 -32.1247 11.0738 -2.9
Time_Period 4 -36.8865 6.5430 -5.64
Time_Period 5 8.3536 10.3619 0.81
Time_Period 6 -17.9529 6.4422 -2.79
Time_Period 7 25.3866 11.3375 2.24
Time_Period 8 -14.8772 6.5877 -2.26
Time_Period 9 25.9732 10.2659 2.53
Time_Period 10 -27.3764 6.5321 -4.19
Time_Period 11 83.9700 10.7280 7.83
Time_Period 12 -29.3142 6.7663 -4.33
Time_Period 13 19.1800 10.5166 1.82
Time_Period 14 -22.8994 6.6366 -3.45
Time_Period 15 5.0368 4.5570 1.11
Time_Period 16 -25.5544 12.3104 -2.08
Time_Period 17 9.7274 7.4935 1.3
Time_Period 18 -48.3557 7.3076 -6.62
Time_Period 19 -1.5464 8.8863 -0.17
Time_Period 20 -34.8232 8.0494 -4.33
Time_Period 21 -9.9169 7.0516 -1.41
Time_Period 22 -51.4502 6.9534 -7.4
Time_Period 23 -3.7375 8.9796 -0.42
Time_Period 24 -8.5582 7.9614 -1.07
Time_Period 25 -15.6356 7.7398 -2.02
Time_Period 26 18.0299 9.6224 1.87
Time_Period 27 0.0000 . .

Onboard Passenger Count 1.7170 0.1153 14.89
Travel Tome of Previous Bus 0.3368 0.0095 35.3

Deviation from Scheduled Headway 0.0650 0.0067 9.64
Scheduled Headway = 300 Seconds 61.4502 3.2741 18.77

snowdepth 3.7864 3.3006 1.15
temperature 0.0883 0.0787 1.12
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Table A3. Historical Passenger Occupancy Estimates Based 
on Time of Day and Stop Location

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 7.9 3.9 2.8 2.6 6.0 18.2 18.4 17.5 20.5 14.0 12.2 17.4 13.6 17.9 14.6

2 8.5 5.2 4.3 4.3 5.7 17.8 17.9 17.7 19.4 13.5 12.4 15.7 13.2 15.3 13.9

3 22.7 17.0 7.6 7.3 7.0 16.9 18.4 19.2 21.7 16.3 19.8 29.3 25.1 27.6 24.7

4 11.3 9.1 6.0 6.1 6.0 11.8 11.5 11.6 12.8 10.1 11.1 14.9 13.7 16.4 14.8

5 24.8 22.3 13.1 12.8 10.1 11.7 11.5 10.4 13.8 11.8 16.1 26.2 27.4 33.2 29.9

6 12.0 10.0 7.8 7.7 6.7 9.5 9.2 9.4 10.4 10.1 10.3 13.7 12.9 14.4 13.9

7 28.2 25.7 18.6 15.6 10.2 10.3 10.8 10.8 12.0 13.1 17.9 26.8 26.0 29.2 31.5

8 14.9 12.9 9.4 8.8 7.3 9.1 8.7 8.7 10.2 9.9 11.0 15.3 16.3 17.2 16.4

9 26.9 23.7 13.6 13.6 8.1 9.3 9.3 9.2 10.7 12.4 18.3 24.8 29.1 30.2 28.8

10 17.0 16.4 11.8 12.2 8.6 8.2 7.9 8.3 9.4 9.8 11.1 16.7 17.9 19.3 18.7

11 29.6 27.4 18.8 18.6 12.7 9.3 7.9 7.5 9.6 11.9 18.1 27.7 30.2 32.9 31.9

12 17.0 19.0 14.0 14.3 9.8 7.5 7.6 7.6 8.4 8.7 11.5 15.5 17.1 17.6 16.1

13 32.6 33.0 24.0 20.2 12.3 7.1 7.0 7.4 8.1 10.9 18.7 25.4 27.8 26.7 26.6

14 21.8 25.3 19.9 20.3 12.9 8.2 8.0 8.1 8.2 9.5 12.2 17.0 19.6 19.4 19.0

15 21.9 24.6 18.8 18.2 12.8 8.6 8.6 9.3 10.3 11.7 14.0 18.3 18.6 18.4 18.4

16 2.7 2.2 1.9 1.7 3.4 10.5 9.9 10.8 10.5 7.0 4.7 6.3 4.8 5.0 4.3

17 8.6 5.3 4.2 4.1 6.3 19.1 18.4 18.5 19.9 14.0 12.1 16.3 12.9 14.6 12.7

18 10.7 7.2 4.8 4.9 5.6 14.7 14.9 15.7 17.2 11.6 11.1 16.6 14.3 17.7 15.4

19 13.4 8.8 6.5 6.3 7.2 14.8 14.1 14.2 17.1 14.5 14.6 21.3 18.1 22.1 20.1

20 16.6 14.5 8.5 9.9 8.0 10.2 11.3 11.4 13.2 12.1 13.5 17.9 18.2 19.6 18.7

21 16.7 16.3 11.0 10.6 8.4 10.3 9.9 10.3 11.9 11.8 14.2 18.4 18.7 19.3 18.5

22 18.2 16.5 10.9 11.5 8.6 9.3 9.7 9.4 10.2 10.3 12.3 17.3 17.4 19.1 18.4

23 20.2 19.3 14.0 12.7 9.5 10.5 9.5 10.1 12.5 12.9 15.0 19.8 21.1 22.4 22.4

24 22.6 23.6 17.2 17.2 12.2 9.9 9.7 9.5 10.9 12.2 15.8 20.4 21.7 23.2 22.3
25 21.2 23.1 15.1 15.8 10.6 8.2 7.5 7.8 8.7 9.8 13.1 17.5 19.7 19.0 18.7

26 32.7 35.7 27.2 27.8 16.9 10.7 10.2 10.0 11.2 13.6 17.2 24.3 27.5 28.4 29.6

27 21.9 24.6 19.2 18.9 12.5 7.9 8.2 8.8 9.5 11.0 13.5 18.0 18.9 18.3 18.3

Rows represent Time_Period variable, while columns represent stop. Green represents smaller values, while red 
represents larger values. 
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Table A4. Parameter Estimates for Linear Passenger Occupancy Model 
(Travel-Length Framework)

R-Square   Root MSE AIC
0.409   10.7 1047565

Parameter Estimate St. dev T value
Intercept 3.1194 0.4018 7.76

Time_Period 1 -0.9849 0.1459 -6.75
Time_Period 2 0.9572 0.1479 6.47
Time_Period 3 -5.0445 0.2584 -19.52
Time_Period 4 -1.1759 0.1426 -8.24
Time_Period 5 -5.6532 0.2377 -23.78
Time_Period 6 -1.2269 0.1436 -8.54
Time_Period 7 -4.8590 0.2456 -19.78
Time_Period 8 -0.9010 0.1448 -6.22
Time_Period 9 -3.9814 0.2486 -16.02

Time_Period 10 -0.3150 0.1452 -2.17
Time_Period 11 -4.1555 0.2505 -16.59
Time_Period 12 -0.7661 0.1470 -5.21
Time_Period 13 -1.4610 0.2427 -6.02
Time_Period 14 -0.3127 0.1451 -2.15
Time_Period 15 -0.3306 0.0933 -3.54
Time_Period 16 -2.9043 0.2383 -12.19
Time_Period 17 0.7651 0.1664 4.6
Time_Period 18 -2.5340 0.1580 -16.04
Time_Period 19 1.0282 0.2021 5.09
Time_Period 20 -4.4494 0.1746 -25.48
Time_Period 21 -0.4890 0.1560 -3.13
Time_Period 22 -2.0661 0.1568 -13.17
Time_Period 23 2.4636 0.2032 12.13
Time_Period 24 -3.0845 0.1799 -17.15
Time_Period 25 1.0436 0.1734 6.02
Time_Period 26 -2.2596 0.2174 -10.39
Time_Period 27 0.0000 . .

onboard 0.5970 0.0020 295.03
LastOccuDiff 0.3091 0.0020 155.55

Stops_Away 1 0.1200 0.1336 0.9
Stops_Away 2 0.0686 0.1375 0.5
Stops_Away 3 -0.0080 0.1400 -0.06
Stops_Away 4 -0.1355 0.1420 -0.95
Stops_Away 5 -0.1109 0.1440 -0.77
Stops_Away 6 -0.0548 0.1445 -0.38
Stops_Away 7 -0.0750 0.1461 -0.51
Stops_Away 8 -0.0289 0.1471 -0.2
Stops_Away 9 -0.0931 0.1491 -0.62

Stops_Away 10 0.0463 0.1490 0.31
Stops_Away 11 -0.0704 0.1509 -0.47
Stops_Away 12 0.0525 0.1515 0.35
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Parameter Estimate St. dev T value
Stops_Away 13 -0.1231 0.1513 -0.81
Stops_Away 14 -0.0699 0.1532 -0.46
Stops_Away 15 0.0000 . .
Current_Stop 1 0.0038 0.1366 0.03
Current_Stop 2 -0.0076 0.1365 -0.06
Current_Stop 3 1.1773 0.1374 8.57
Current_Stop 4 1.3709 0.1397 9.81
Current_Stop 5 2.4058 0.1407 17.10
Current_Stop 6 2.0909 0.1417 14.76
Current_Stop 7 2.3240 0.1382 16.81
Current_Stop 8 2.2584 0.1381 16.36
Current_Stop 9 2.0202 0.1376 14.68

Current_Stop 10 2.3123 0.1373 16.84
Current_Stop 11 1.7886 0.1368 13.07
Current_Stop 12 0.3089 0.1362 2.27
Current_Stop 13 0.0908 0.1365 0.66
Current_Stop 14 -0.1343 0.1360 -0.99
Current_Stop 15 0.0000 . .

headway_deviation 0.0005 0.0001 4.85
schedule_headway 300 4.0715 0.2136 19.07
schedule_headway 360 2.5790 0.2124 12.14
schedule_headway 600 1.2001 0.2185 5.49

schedule_headway 1200 0.0000 . .
precipitation -0.2573 0.0746 -3.45
snowdepth -0.6308 0.0771 -8.18

snow 0.1861 0.1335 1.39
temperature -0.0187 0.0079 -2.36
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Table A5. Parameter Estimates for Linear Passenger Occupancy Model 
(Segment-Based Framework)

R-Square Root MSE AIC
0.436 10.4 1038767

Parameter Estimate St. dev T value
Intercept 3.8256 0.3653 10.47

Time_Period 1 -0.8623 0.1424 -6.05
Time_Period 2 1.0124 0.1443 7.01
Time_Period 3 -5.1268 0.2522 -20.33
Time_Period 4 -1.1150 0.1392 -8.01
Time_Period 5 -5.6461 0.2321 -24.33
Time_Period 6 -1.1907 0.1402 -8.5
Time_Period 7 -4.9227 0.2397 -20.53
Time_Period 8 -0.8880 0.1413 -6.28
Time_Period 9 -4.0139 0.2426 -16.54
Time_Period 10 -0.2957 0.1417 -2.09
Time_Period 11 -4.1003 0.2445 -16.77
Time_Period 12 -0.7487 0.1435 -5.22
Time_Period 13 -1.3412 0.2370 -5.66
Time_Period 14 -0.3200 0.1416 -2.26
Time_Period 15 -0.3164 0.0911 -3.47
Time_Period 16 -2.8162 0.2326 -12.11
Time_Period 17 0.9220 0.1624 5.68
Time_Period 18 -2.6307 0.1542 -17.06
Time_Period 19 1.3422 0.1973 6.8
Time_Period 20 -4.6262 0.1705 -27.14
Time_Period 21 -0.2977 0.1523 -1.95
Time_Period 22 -2.1426 0.1531 -14
Time_Period 23 2.7159 0.1983 13.7
Time_Period 24 -3.3238 0.1756 -18.93
Time_Period 25 1.2416 0.1692 7.34
Time_Period 26 -2.2545 0.2122 -10.62
Time_Period 27 0.0000 . .

onboard 0.6057 0.0019 312.33
LastOccuDiff 0.2536 0.0020 125.7

Seg1 -0.0897 0.0933 -0.96
Seg2 -0.1431 0.0927 -1.54
Seg3 -2.5267 0.0916 -27.58
Seg4 -0.4178 0.0905 -4.62
Seg5 -1.6803 0.0959 -17.52
Seg6 0.4047 0.0990 4.09
Seg7 -0.0637 0.0974 -0.65
Seg8 0.1390 0.0948 1.47
Seg9 0.6634 0.0948 7
Seg10 -0.2205 0.0943 -2.34
Seg11 0.9673 0.0934 10.35



Mineta Nat ional  Transi t  Research Consort ium

59
Appendix A: Modeling Outputs and Technical Details

Parameter Estimate St. dev T value
Seg12 2.7273 0.0939 29.05
Seg13 0.1334 0.0930 1.43
Seg14 0.5292 0.0931 5.69
Seg15 -0.4318 0.0928 -4.65

headway_deviation 0.0005 0.0001 4.37
schedule_headway 300 4.1120 0.2082 19.75
schedule_headway 360 2.6113 0.2072 12.6
schedule_headway 600 1.2047 0.2132 5.65
schedule_headway 1200 0.0000 . .

precipitation -0.2509 0.0728 -3.45
snowdepth -0.6351 0.0753 -8.44

snow 0.1946 0.1303 1.49
temperature -0.0116 0.0077 -1.51
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Table A6. Parameter Estimates for Linear Passenger Occupancy Model 
(Next-Stop Framework)

R-Square Root MSE AIC
0.864 5.0 806044

Parameter Estimate St. dev T value
Intercept 0.8158 0.1114 7.32

Time_Period 1 -0.1867 0.0668 -2.8
Time_Period 2 0.1038 0.0699 1.49
Time_Period 3 -0.4397 0.1195 -3.68
Time_Period 4 -0.3812 0.0668 -5.7
Time_Period 5 -0.2778 0.1122 -2.48
Time_Period 6 -0.4754 0.0673 -7.06
Time_Period 7 -0.0219 0.1153 -0.19
Time_Period 8 -0.3862 0.0676 -5.71
Time_Period 9 0.1490 0.1163 1.28

Time_Period 10 -0.2747 0.0683 -4.02
Time_Period 11 0.6478 0.1162 5.58
Time_Period 12 -0.5161 0.0685 -7.53
Time_Period 13 0.9871 0.1127 8.75
Time_Period 14 -0.2788 0.0677 -4.12
Time_Period 15 -0.0198 0.0436 -0.45
Time_Period 16 -0.7801 0.1041 -7.49
Time_Period 17 0.3041 0.0776 3.92
Time_Period 18 -0.8294 0.0740 -11.21
Time_Period 19 0.7915 0.0941 8.42
Time_Period 20 -1.0137 0.0820 -12.36
Time_Period 21 0.3009 0.0734 4.1
Time_Period 22 -0.7317 0.0736 -9.94
Time_Period 23 0.8334 0.0956 8.72
Time_Period 24 -0.7689 0.0849 -9.05
Time_Period 25 0.2629 0.0818 3.21
Time_Period 26 0.0982 0.1021 0.96
Time_Period 27 0.0000 . .

onboard 0.9199 0.0009 980.41
Current_Stop 1 0.0963 0.0638 1.51
Current_Stop 2 -4.3634 0.0638 -68.39
Current_Stop 3 -0.5333 0.0644 -8.28
Current_Stop 4 -3.4306 0.0654 -52.49
Current_Stop 5 0.3509 0.0661 5.31
Current_Stop 6 -0.4408 0.0659 -6.69
Current_Stop 7 -0.0966 0.0642 -1.5
Current_Stop 8 0.8357 0.0642 13.01
Current_Stop 9 -0.5426 0.0640 -8.47

Current_Stop 10 1.4492 0.0639 22.66
Current_Stop 11 4.6402 0.0637 72.82
Current_Stop 12 0.2993 0.0635 4.71
Current_Stop 13 1.1797 0.0638 18.49
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Parameter Estimate St. dev T value
Current_Stop 14 -0.5004 0.0636 -7.87
Current_Stop 15 0.0000 . .

headway_deviation 0.0005 0.0001 9.13
schedule_headway 300 0.6433 0.1038 6.2
schedule_headway 360 0.4540 0.1034 4.39
schedule_headway 600 0.1155 0.1062 1.09
schedule_headway 1200 0.0000 . .

snowdepth -0.1221 0.0319 -3.82
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GLOSSARY OF ABBREVIATIONS

AFT Accelerated failure time
ANN Artificial neural network
APC Automated passenger counters
AVL Automatic vehicle location
BL Blue Loop
CATA Centre Area Transportation Authority
KF Kalman-filter
MWF Monday, Wednesday, and Friday
NB Negative binomial
PSU Pennsylvania State University
RMSE Root mean square error
TR Tuesday and Thursday
ZINB Zero-inflated negative binomial
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