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ABSTRACT

Subtopics in Yelp Reviews

by Riya Suchdev

Yelp is a review platform that connects people to local businesses. It is a very

popular platform that helps customers decide which business to choose. It relies on

crowd sourced plain text reviews. From the business’s description some facts can be

determined, such as category and location. However, more detailed description can be

extracted from the reviews. Discovering latent topics and subtopics in Yelp reviews,

can help summarize the reviews to gain knowledge. For example, we can deduce

that reviews related to the Restaurant category tend to emphasize on service, food,

order etc. Additionally, one can deduce positive or negative feedback on each topic

and subtopic. In this project, we study the problem of content topic discovery using

probabilistic and other models in a Yelp dataset. Various experiments were performed

to extract word features, by trying to keep the initial context and sentence structure

with the use techniques such as Document to bag of words, Word Embedding, Parts

of Speech (POS) tagging and Term Frequency-Inverse Document Frequency (TF-

IDF). In our approach, we discover topics in the Yelp corpus with the use of Machine

Learning techniques. Specifically, we use the Latent Dirichlet Allocation (LDA), the

Latent Semantic Analysis (LSA) and the K-Means technique. These unsupervised

learning techniques divide the corpus into latent topics that summarize the review text

and highlights the insight of it. The methods are compared using the Coherence Model

and the resultant LDA model is visualized using pyLDAvis. Finally, by comparing

our techniques, we conclude that the K-Means using Word Embeddings on particular

Parts of Speech tagged words gives best results, but is time consuming. On the

contrary, LDA applied on cleaned corpus containing POS tagged words with TF-IDF



is much faster albeit topics report loss of context in comparison to K-Means.



ACKNOWLEDGMENTS

This project work could not have been possible without the help of friends, family

members and the instructors who have supported me and guided me throughout the

project work. I would like to specifically thank my project advisor, Dr. Katerina

Potika for guiding me through the course of project work. This project could not

have been possible without her continuous efforts and her wisdom. Also, It was

her pure perseverance that pushed me to perform better during the project that

significantly contributed to wards its completion on schedule. I would also like to

thank the members of the Committee , Dr. Sami Khuri and Mr. Rahul Ravindran

for their continuous guidance and support. It gives you great encouragement when

you know that there are people whom you can reach out to whenever you get stuck

at something.

Finally, I would like to thank my parents Mr. Prem Suchdev and Mrs. Jaya

Suchdev , family members , and friends for their perennial encouragement and emo-

tional support.

vi



TABLE OF CONTENTS

CHAPTER

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 Motivation and Problem Definition . . . . . . . . . . . . . . . . . 3

3 Notation and Techniques . . . . . . . . . . . . . . . . . . . . . . . . 7

3.1 Term Frequency/Inverse Document Frequency . . . . . . . . . . . 7

3.2 Latent Dirichlet Allocation . . . . . . . . . . . . . . . . . . . . . . 8

3.3 Coherence score . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

4 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

5 Framework/Algorithms/Techniques . . . . . . . . . . . . . . . . . 12

5.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

5.2 Data Cleaning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

5.2.1 Misspelling or alternately spelled words . . . . . . . . . . . 17

5.2.2 Punctuation and Numerical Removal . . . . . . . . . . . . 17

5.2.3 Language variability . . . . . . . . . . . . . . . . . . . . . 17

5.2.4 POS Tags . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

5.3 Word to Corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

5.3.1 Doc2Bow . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

5.3.2 Word Embedding using Word2vec . . . . . . . . . . . . . . 18

5.4 Machine Learning Models . . . . . . . . . . . . . . . . . . . . . . 20

5.4.1 Latent semantic analysis . . . . . . . . . . . . . . . . . . . 21

5.4.2 Latent Dirichlet Allocation . . . . . . . . . . . . . . . . . . 21

vii



viii

5.4.3 OnlineLDA . . . . . . . . . . . . . . . . . . . . . . . . . . 22

5.4.4 Hierarchical Dirichlet Processing . . . . . . . . . . . . . . . 23

5.4.5 K-Means . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

5.5 Libraries used for Data cleaning . . . . . . . . . . . . . . . . . . . 24

5.5.1 PyEnchant . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

5.5.2 SpaCy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

5.5.3 Gensim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

5.6 Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

6 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . 27

6.1 Data Cleaning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

6.2 Methods in Experiments . . . . . . . . . . . . . . . . . . . . . . . 28

6.3 Whole Yelp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

6.3.1 Visualization . . . . . . . . . . . . . . . . . . . . . . . . . 31

6.4 Restaurants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

6.5 Hotels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

6.6 Panda Express . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

6.7 Restaurants in Las Vegas . . . . . . . . . . . . . . . . . . . . . . . 39

6.8 Other Observations . . . . . . . . . . . . . . . . . . . . . . . . . . 39

6.8.1 Reference based topic context . . . . . . . . . . . . . . . . 39

6.8.2 Positive and Negative sentiments in Subtopic . . . . . . . . 40

6.9 Model Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . 40

6.9.1 Coherence score . . . . . . . . . . . . . . . . . . . . . . . . 40

6.9.2 Time to implement . . . . . . . . . . . . . . . . . . . . . . 41



ix

7 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . . 43

7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

LIST OF REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . 45



LIST OF TABLES

1 Topics using K-Means . . . . . . . . . . . . . . . . . . . . . . . . 30

2 Topics using K-Means . . . . . . . . . . . . . . . . . . . . . . . . 30

3 5 largest Topics in LDA and top 10 words in each . . . . . . . . . 31

4 5 largest Topics in HDP and top 10 words in each . . . . . . . . . 32

5 5 largest Topics in LSI and top 10 words in each . . . . . . . . . . 33

6 5 largest Topics in OnlineLDA and top 10 words in each . . . . . 33

7 5 largest Topics in LDA and top 10 words in each for Restaurants 37

8 Topics using K-Means on Restaurants . . . . . . . . . . . . . . . 37

9 Topics using K-Means on Hotels . . . . . . . . . . . . . . . . . . 38

10 Topics using K-Means on Panda Express . . . . . . . . . . . . . 38

11 Topics using K-Means on Las Vegas Restaurants . . . . . . . . . 39

12 Positive and Negative Service Topics . . . . . . . . . . . . . . . . 40

13 Example of Service in Categories context . . . . . . . . . . . . . . 40

14 Time taken for 20000 reviews, K=50 . . . . . . . . . . . . . . . . 42

15 Time taken for 2000 reviews, K=5 . . . . . . . . . . . . . . . . . 42

x



LIST OF FIGURES

1 Reviews, bag of words, parts of speech matching, name entity tags 3

2 Topic Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

3 Topic Modeling Flow . . . . . . . . . . . . . . . . . . . . . . . . . 5

4 LDA Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

5 LDA parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

6 Generative Model LDA . . . . . . . . . . . . . . . . . . . . . . . . 9

7 Example Review . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

8 Example Business JSON . . . . . . . . . . . . . . . . . . . . . . . 13

9 Categories Distribution. . . . . . . . . . . . . . . . . . . . . . . . 14

10 Number of Reviews Per City. . . . . . . . . . . . . . . . . . . . . 15

11 Number of Registered Businesses Per City. . . . . . . . . . . . . . 16

12 Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

13 Bag of Words . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

14 CBOW and Skip-Gram Methods . . . . . . . . . . . . . . . . . . 19

15 LDA Topic Model . . . . . . . . . . . . . . . . . . . . . . . . . . 34

16 LDA Topic Model for Cluster 11 . . . . . . . . . . . . . . . . . . 34

17 LDA Topic Model for Cluster 8 . . . . . . . . . . . . . . . . . . . 35

18 Topic Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

19 LDA topics containing word "sushi" . . . . . . . . . . . . . . . . 36

20 LDA topics containing word "service" . . . . . . . . . . . . . . . 36

21 Coherence score for LSI, HDP, LDA and OnlineLDA . . . . . . . 41

xi



CHAPTER 1

Introduction

Over the past couple of years, social media has gained a lot of importance in

our society. From major product launches by multinational companies to major

announcements, social media is being used to give out and receive information. People

use the information on these social media websites and applications to decide where

to eat, when and where to go for a vacation etc. Text data is available everywhere

and can be used to get insight about the current market and products available. It

can also be used by business owners to validate, improve and expand on their current

products and its functionalities. Natural Language Processing deals with extracting

meaningful information from text.

Yelp is one of the applications used by people to decide which restaurant to eat

at. Yelp has been impactful in the way customers gain information about products

and services of a place. It has a huge impact on customer inflow for small and large

restaurants alike. In some studies, it was observed that a change in single star rating

can improve independent restaurant revenue between 5-9 %. [1] Restaurant owners

also can use the application to receive feedback about how their restaurant is viewed.

But due to the large number of reviews on Yelp, it is possible to miss out on an

aspect of dining experience of the customers. This report focuses on the methodology

to create a machine learning (ML) model that will take reviews for each restaurant

and produce the most common topics that customers talk about in their review for

the restaurant.

Subtopics will be a list of descriptive labels that summarize the content of the

1



reviews. In this report, we go through few of the ML techniques to leverage informa-

tion from the unstructured text data contained in Yelp. Since the data are human

generated, we have to assume that there will be language variability, misspellings and

various other types of noise. Hence, we will discuss methods to efficiently remove

noise from the text data and improve data quality given to the ML models. We use

methods like stop words removal, stemming, lemmatization, term frequency-inverse

document frequency to generate a clean corpus of words and feed the models to con-

vert them into vectors. These vectors are then fed to Topic Modeling techniques like

Latent Semantic Analysis (LSA/LSI), Latent Dirichlet Allocation (LDA), Hierarchi-

cal Dirichlet Process (HDP) and K-means. These unsupervised models divide the

corpus into a K number of topics defined by the user. The value of K should be

optimal so that there is no over-fitting or under fitting of words per topic. Various

methods such as elbow method (for K-Means) and coherence score are used to find

the optimal values of K.

The results are judged on the basis of how well the corpus is divided into top-

ics. As there is no absolute metric to judge how well the topic is divided, human

understanding is used to judge whether the model has grasped the topics correctly.

As a possible extension of this work, the techniques described in the report can

be extended to various types of text analysis systems.
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CHAPTER 2

Motivation and Problem Definition

Each document contains various topics in certain proportions. This structure is

easy for humans to interpret as we have prior knowledge of words, their context and

topics these words belong to. For example, in Figure 1, we can see that the document

is made up of n number of topics. We can determine this knowledge by internally

tagging each word and clustering words topics.

Figure 1: Reviews, bag of words, parts of speech matching, name entity tags

Inversely, various words belong to certain topics and if words of a topic ap-

pear in a document, we can determine that a part of document or the whole docu-

3



ment(depending on the number of words belonging to a topic vs the overall number

of words) is made up that particular topic. [2]

Figure 2: Topic Modeling

The web has huge dumps of unstructured text data that can be used to gain

insights about various topics. Yelp has become a trusted source of information about

local business. It has reviews on businesses ranging from restaurants to banks. Good

reviews and ratings on Yelp can help attract more customers which is very helpful

for small businesses and hence Yelp has approximately 86000 active small business

accounts. [3] Reviews help businesses determine what keeps their customers happy

and to improve on things they get bad reviews for, thus maintaining or potentially

improving their service and in-turn their customer base. Having a ML model that

describes the reviews in a few words would would prove helpful for the owners to keep

a track of the customer’s views towards their business.

4



Figure 3: Topic Modeling Flow

There are around 148 million reviews on Yelp and has a presence in more than

30 countries around the world. [3] Reading through all reviews may be very time

consuming in many cases. Each review may range from 100 to 1000 words and

having more than 1000 to these reviews can be overwhelming and time consuming.

We can leverage the power of various ML techniques to get the subtopics in a matter

of minuets.

The goal is to analyze this large volume of unstructured, unlabeled text into

"topics" that summarize these reviews. Words with similar meanings and contextual

information are clustered into topics. At the end of this thesis project, we want to

summarize reviews for a business and present it to the owners. We can also determine

common topics relevant to customers in a certain locality(town, city), related to a

particular type of business or which type of businesses are reviewed the most in a

locality. Analysis of reviews can also be used to determine some interesting insights

5



about customer behavior and preferences in a locality where a business owner wants

to start their business as they maximize their profit. Figure 3 gives the flow of the

model [4].

6



CHAPTER 3

Notation and Techniques

Various notations and techniques used in the work are described in this chapter.

3.1 Term Frequency/Inverse Document Frequency

Tf-idf is a popular concept in information retrieval and is called term frequency-

inverse document frequency. It is a statistic representing how important a word is to a

document. Breaking down the terms, term frequency corresponds to the frequency of

a word in a document. Therefore, if we find a work appearing 5 times in a document,

its Term Frequency (TF) would be 5. It is natural for documents to contain a lot of

common words. This includes stop words such as the, a, an etc. Considering only

the TF, we would find that the stop words would have the highest weight. However,

this should not be the case, here comes inverse document frequency.

Inverse Document Frequency (IDF) penalizes words that appear quite often and

promotes words that appear far less common. This is because the rarer the word

is, the more is the chance that it contains more information. Therefore, TF-IDF is

a combination of both of these, it emphasizes term frequency but penalizes on the

word appearing a lot in the collection. IDF is calculated as the logarithm of the

total number of documents divided by the documents containing the word. So, if

the documents containing a certain word is zero, its IDF value would be infinity and

hence we add 1 to the denominator to avoid the infinity value.

TF-IDF thus becomes the TF multiplied by the inverse document frequency.

TF-IDF is extensively used in search and text mining. Since, we can get a TF-IDF

7



value for each word, it is possible to represent each document in term of TF-IDF

vector. Thus, if we were to use a distance formula such as cosine distance or some

other form (euclidean distance), it is possible to find if one document is similar to

other. This is the basis for most search engines too, where a search term is converted

to a vector and TF-IDF values are compared on all the documents available where

one or more of the words appear.

3.2 Latent Dirichlet Allocation

The LDA model has the structure [5] as in Figure 4.

Figure 4: LDA Model

Its generative process is as follows: It is assumed that every document is made

up of K topics. These topics are assumed to be latent. The topics are assumed to

be made up of all words existing in the text corpus. LDA then assumes the following

generative process for a corpus D consisting of M documents each of length N(i)

8



Figure 5: LDA parameters

Figure 6: Generative Model LDA

3.3 Coherence score

Coherence score of a model is calculated based on the coherence or interpretabil-

ity of the topics as compared to the already existing models. Coherence model has

models trained on WordNet, Wikipedia and the Google search engine [6]. Corpus

of the data being used is run for the above models and topics are generated. These

topics are then compared with the topics generated by our topic model. Then a

significance score for the topic is computed using various types of dissimilarities and

similarities to these three prototype models. The intrinsic measure - UMass and the

extrinsic measure UCI are generally used to compare the topics generated by these 2

models. Usually the pairwise frequencies of top k elements in one model with respect

to the other model is summed to get a coherence score. [7]

9



CHAPTER 4

Related Works

In their work, J. Huang, et. al. [8] uses LDA, an unsupervised learning algorithm

that detects latent topics in a corpus and describes each topic with the probability of

words occurring in topic. It assumes that each document is made up of these topics

and clusters the words into these K topics. Using this method, the authors were able to

find out various topics discussed in Yelp reviews. After careful analysis and evaluation

of models, they concluded that K = 50 topics gives the optimal result. They used

human intuition as a metric to judge the correctness of the model. Methods like

Latent Semantic Analysis are also mentioned in paper by S. Deerwester, et. al. [9]

are used to describe the topics. The results for LSI model are seen to be a bit

worse than that of LDA as will be seen in the Experiments section. Words such as

"lunch","service","breakfast" are the most common topics.

Another related paper by W. Dai, et.al. uses a traditional LDA [10] with review

ratings along with text to extract latent topics from the corpus. They also divided

the dataset into restaurants that have 1-star rating and 5-star rating and tried to

see what was the difference in between restaurants with high star rating and low

star rating. They discovered that in topics for 1-star restaurants, there were many

negative words like "not", "slow", "longer" etc. appear more than positive words.

Many other recent studies use unsupervised learning to improve rating prediction and

recommendation accuracy by using groups of customers.

One of the new techniques employed in the paper by D. Hazarika, et. al. [11],

use of word embeddings to cluster words into topics. The paper is submitted for

10



the NAACL conference in 2018. The paper describes the use of Word2Vec word

embedding with K-Means to clusters word vectors, maintaining the word context and

semantics of the review.

11



CHAPTER 5

Framework/Algorithms/Techniques

5.1 Data

The primary source of data is the Yelp Dataset provided on the Yelp website [12].

It consists of a subset of reviews of a set of restaurants from all across the world. The

dataset itself is divided into various sections and it has JSON files available for each

section. The sections consist of:

∙ reviews

∙ business

∙ user

∙ check-in

The review.json, as shown in Figure 7, consists of various fields and ones relevant

to us include business-ids, review text, rating(rating of the review for the business).

From the business.json file as shown in Figure 8, we use fields of business-id(to map to

business ids in review.json), business names, categories, city, star-rating(overall star

rating of the business).

There are about 5 million reviews in all for about 10000 different businesses

across 1094 cities in US and around the world.

Figure 9 shows the top 30 categories and the distribution of number of reviews

across the dataset. Categories

12



Figure 7: Example Review

Figure 8: Example Business JSON

13



Figure 9: Categories Distribution.

Figure 10 shows the top 30 cities based on number of reviews per city. As seen,

Las Vegas is the city that has most active reviewers.

Figure 11 shows the top 30 cities based on number of registered businesses per

city. As seen, Las Vegas has the highest number of businesses registered.

The reviews file was about 3.7GB which was difficult to load into memory at

once. Hence, the files were read one at a time and loaded to a dataframe.

From the above example, data is cleaned to create a Corpus. Figure 12 shows the

workflow. Corpus is defined as the collection of words in each document. Corpus does

14



Figure 10: Number of Reviews Per City.

not store the words itself but the token ids for each word along with word frequency

in the document. Word frequency can simply be the count of word per document or

TF-IDF value assigned by us.

Dictionary of a corpus is the token id to word mapping done for the whole text

data. This is then fed to data cleaning module, where the reviews are stripped down

to their bare essentials to make the ML models work.

5.2 Data Cleaning

We first start by getting useful data and patterns from the bulk of text. It is

important that we give the models relevant data as we are using unsupervised learning

and bad data leads to bad results.

15



Figure 11: Number of Registered Businesses Per City.

Natural Language Processing(NLP) is a branch of Artificial Intelligence that

deals with understanding and manipulating human language. To determine clas-

sify text according to context in the reviews, it is important for the machine first

understand and grasp the language. In order to get useful data from the bulk of

unstructured data, we apply various NLP techniques. Human language is difficult

to interpret because of a variety of reasons, some of these are listed below in the

subsections. After data cleaning steps, the cleaned data is then converted to a Bag

of Words which is described in the next section.

16



Figure 12: Workflow

5.2.1 Misspelling or alternately spelled words

Humans are prone to misspelling and alternately spelled words. It is common to

write "you" as "u" or misspell homophonic words like "dessert" and "desert". Simple

misspelling of homophonic words change the context of the word as well as sentences

while alternately spelled words change .

5.2.2 Punctuation and Numerical Removal

With the help of Python library called SpaCy, all punctuations and numerical

values are removed.

5.2.3 Language variability

Use of language changes with regions and so does sentence formation. Using

Python library called pyEnchant, reviews only in English are filtered to be used for

Topic Modeling.

17



5.2.4 POS Tags

Using Python library called SpaCy, POS like adverbs, pronouns are removed as

such words do not give any useful insight.

5.3 Word to Corpus

The words from reviews are converted to numbers so that they can be interpreted

by the ML models. All words are put into a dictionary data structure where key is the

id of the word and value is the word itself. This helps keep track of words at a single

place. The corpus is generated using the following methods listed in the subsections.

The next steps are to apply these to machine learning models, covered in the next

section.

5.3.1 Doc2Bow

Doc2bow is a simple method in Gensim [13] that converts documents to Bag of

Words representation as shown in Figure 13.

5.3.2 Word Embedding using Word2vec

Word Embeddings [14] can be defined as a set of techniques in NLP for language

modeling and feature learning. Words are embedded into multidimensional vector

space in the form of numbers. These vectors aim to quantify similarities between

linguistic items based on their distribution in the text. I have used Word2Vec [15]

model created in Gensim [13] based on a paper by Google(change to names). It

is a shallow 2-layer neural network. It is trained to construct similarities in word

distribution. Words from each sentence are converted to tokens ans read sequentially.

Words occurring in same or similar sentence structures over and over again are found
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Figure 13: Bag of Words

Figure 14: CBOW and Skip-Gram Methods
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to have similar vectors. This means words appearing in similar context are close to

each other in the vector space.

Word2vec can utilize either of two model architectures to produce a distributed

representation of words: continuous bag-of-words (CBOW) or continuous skip-

gram [16]. In the continuous bag-of-words architecture, the model predicts the current

word from a window of surrounding context words. The order of context words does

not influence prediction (bag-of-words assumption). In the continuous skip-gram ar-

chitecture, the model uses the current word to predict the surrounding window of

context words. The skip-gram architecture weighs nearby context words more heav-

ily than more distant context words. According to the authors’ note,CBOW is faster

while skip-gram is slower but does a better job for infrequent words.

Gensim [13] uses skip-gram method to preserve the context of the word as well.

The size of the context window determines how many words before and after a given

word would be included as context words of the given word. According to the authors’

note, the recommended value is 10 for skip-gram and 5 for CBOW

5.4 Machine Learning Models

Reviews do not have limit to the number of characters. This overwhelming

number of reviews makes it difficult to analyze relevant reviews and their importance.

Hence from the paper by Y. He, et al., the process of Topic Modeling and using

Statistical Topic models PLSA and LDA was used for doing the same.

In machine learning and natural language processing, a topic model is a type

of statistical model for discovering the abstract "topics" that occur in a collection

of documents. Topic modeling is a frequently used text-mining tool for discovery of

hidden semantic structures in a text body. Intuitively, given that a document is about
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a topic, one would expect words to appear in the document frequently. Unsupervised

Learning techniques are used for Topic Modeling in this project.

5.4.1 Latent semantic analysis

Latent semantic analysis [17] is a technique to analyze relationship between doc-

uments based on a given set of concepts, it is similar to the other techniques presented

where the assumption is that words having similar meaning of sorts would appear in

similar texts thereby making documents similar. It approaches the problem by form-

ing a tf-idf matrix of sorts, where we have rows representing words in the corpus and

the columns representing the number of documents. It them beings by performing

single value decomposition to produce a matrix that is similar to the original one,

but has more sparse rows. Word vectors are then compared to each other using some

kind of distance formula.

If we use cosine distance formula, a value of 1 would indicate that they are similar

or otherwise different. LSA is similar to other techniques discussed in this section

that it uses tf-idf matrix and some sort of distance formula to compare word vectors.

Some of the applications of LSA are: Finding terms similar to each other Given

a search term, convert it to a lower dimensional space and find matching documents.

Analyzing word associations in a word corpus.

5.4.2 Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) [5] is a Bayesian generative model for text.

It is used as a topic model to discover the underlying topics that are covered by a

text document. LDA assumes that a corpus of text documents cover a collection of

K topics. Each topic is defined as a multinomial distribution over a word dictionary
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with |V| words drawn from a Dirichlet: 𝛽k in Dirichlet(𝜂)

Each document from this corpus is treated as a bag of words of a certain size,

and is assumed to be generated by first picking a topic multinomial distribution for

the document Dirichlet(𝛼). Then each word is assigned a topic via the distribution

𝛽d, and then from that topic k, a word is sampled from the distribution 𝛽k. 𝜃d for

each document can be thought of as a percentage breakdown of the topics covered by

the document.

LDA is an unsupervised model which generates summaries of topics in terms of

the discrete probability distributions over words, and it further infers per-document

distribution over topics. Our model adds another latent factor, the interest Observing

the word co-occurrences, the model will enable the word to choose the rights, and

thereby the corresponding topics. LDA then using a dictionary of words provided by

generates by SLA and clusters similar tweets together. We can then find the common

topic from among the tweets that are clustered together and return the same as a

result to the user.

5.4.3 OnlineLDA

In the papers [18] by M. Hoffman, et. al. have applied OnlineLDA is the com-

bination of online variational Bayes and LDA applied over it. This model can also

work on streaming data. The model has online stochastic optimization with a natu-

ral gradient step, which we show converges to a local optimum of the VB objective

function.
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5.4.4 Hierarchical Dirichlet Processing

Hierarchical Dirichlet Processing (HDP) [19] is used for grouped data. It is a

nonparametric approach for clustering data that can be seen in the forms of groups.

For each group of these data, it uses a Dirchlet process sharing a base distribution

which is also a Dirchlet process.

Since HDP is a non parametric generalization of LDA, it is a core component of

the infinite Hidden Markov model.

5.4.5 K-Means

K-Means is a vector quantization method that is used for document clustering

and text mining. The principle of K-Means is that points in a plane can be grouped

together based on their distance from k given points. The algorithm follows as follow,

initialize k given points in place. Now, use the input set of points and measure the

distance from each of the given K points. Points closer to one of the centroid are

assigned that and at the end of an iteration, we have points belonging to one of the

centroids. This process goes on and on until the centroid don’t budge. In this case,

we say that we have found one of the optimum solutions and figure out what points

belong to which cluster.

This technique can be used along side TF-IDF to perform document clustering.

One of the primary ways of encoding documents is that they can be thought of TF-

IDF vectors. If every document can be expressed as a TF-IDF vector, then they can

be expressed in a plane. It is now possible to initialize k centroid in a plane and find

the distance of each document from a centroid. At the end of the iteration, we now

have a clustering of documents given.
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K-Means is a NP-hard problem and it is not possible to obtain the global maxi-

mum or minima clearly. Hence, a lot of variations of this algorithm exists, and one of

the more popular variation is algorithm by Lloyd. K-Means algorithm has been used

often and extensively in the field of astronomy, computer vision and agriculture.

5.5 Libraries used for Data cleaning

5.5.1 PyEnchant

PyEnchant library is a spell check library built by Dom Lachowicz. The library

works has numerous dictionaries for different languages and hence can be used to

check if words belong to a particular language, which in our case is English.

5.5.2 SpaCy

SpaCy [20] is a carefully memory-managed CPython library that excels at large-

scale information extraction tasks. Confirmed to be the fastest by various Independent

research, it is used for Parts of Speech tagging, number and punctuation removal,

lemmetization and stemming words from the corpus.

SpaCy has numerous linguistic features that can be used to extract features

from text. Linguistic features like part-of-speech tags, dependency labels and named

entities can be extracted using SpaCy. The POS tagger is a trained neural network

based on linguistic knowledge to add useful information and suggests the possible

tagging of POS of words. Words are tagged to nouns, pronouns, verbs, adverbs,

adjectives, numeric, punctuation. It also tags words as True or False to STOP.

Parsing through the corpus, we can simply remove words that are tagged for STOP,

go further by adding tags of words we do not wish to have in the corpus. Noun objects

are further broken down to subject noun, object noun, proper noun, etc. SpaCy
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tags Named entities as well. It has been trained to recognize Person, Organization,

Location, Language Date, Product, Event etc. This Named Entity Recognition can

also be used to gain topics related to Locations, food items, etc for Yelp reviews.

5.5.3 Gensim

Gensim library is a CPython library that implements various topic modeling

models like LDA, LSA, HDP. It also has various packages that help in data cleaning

and pre processing.

5.6 Visualization

LDA visualization is done using pyLDAvis library. pyLDAvis was used to plot

the visualization presented in this documentation. It is based on a research paper

presented at 2014 ACL Workshop on Interactive Language Learning, Visualization,

and Interfaces. pyLDAvis offers two components for web interface that makes it

possible for users to slice and dice LDA models. The first feature that it enables, is

for users to select a topic and see what terms belongs to it. It also provides a slider,

by which users can slide to increase or decrease the lambda value, which toggles the

relevance factor for terms.

The second core feature of pyLDAvis is the ability to select a term (by hovering

over it) to reveal its conditional distribution over topics. This distribution is visualized

by altering the areas of the topic circles such that they are proportional to the term-

specific frequencies across the corpus.

When performing, LDA most of the common questions tend to be:

Question 1 What is the meaning of each topic?
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Question 2 How prevalent is each topic?

Question 3 How do the topics relate to each other?

pyLDAvis aims to answer Question 2 and 3 by presenting a global view of the

topic model. Centers are determined by computing the distance between topics while

the areas of the circle represents the prevalence score of topics. In order to answer

question 1, pyLDAvis represents horizontal bar charts as the second component which

shows what word comprises that topic. A pair of overlaid bars represent both the

corpus-wide frequency of a given term as well as the topic-specific frequency of the

term.
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CHAPTER 6

Experiments and Results

Initial loading and set up of the dataset is a time consuming task. The review.json

file is 3.64 GB. It is not possible to run analysis of the whole document at once. It took

3 days to initially load the JSON contents to a variable in Jupyter Notebook after

which the notebook crashed due to intensive memory usage. Hence, the document

was converted to a Comma Separated Value (CSV). The csv also turned out to be

huge again but this step made file handling more manageable.

6.1 Data Cleaning

The next step, involved Data Cleaning, and due to large volume of data, applying

non-English word removal to lemmatization of each review and storing it to a corpus

variable, became challenging and was overloading the notebook causing it to crash

often. Hence, as the solution to this, the process of corpus text generation is applied

to one document at a time and saving it to the corpus text. At the end of this step, we

get a list of documents which is in turn made up of list of words. The bigram model

is applied on top of it. There are many words like "chicken tikka", "large groups",

etc. that generally occur in pairs and hence it made sense to calculate for these words

in pairs. This also improved the model clustering. OnlineLDA is one of the models

where we can send one document at a time and create the model for one document at

a time, adding and adjusting LDA topics and probabilities one document at a time.

But we need the above preporcessing for all the other models.
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6.2 Methods in Experiments

Experiments are conducted using various combinations of methods to see which

methods work the best. The methods included:

∙ LDA

– Normal Data Cleaning using Doc2Bow

– Normal Data Cleaning using Doc2Bow + TF-IDF

– Data Cleaning based on POS using Doc2Bow

– Data Cleaning based on POS using Doc2Bow + TF-IDF

∙ LSI

– Normal Data Cleaning using Doc2Bow

– Normal Data Cleaning using Doc2Bow + TF-IDF

– Data Cleaning based on POS using Doc2Bow

– Data Cleaning based on POS using Doc2Bow + TF-IDF

∙ HDP

– Normal Data Cleaning using Doc2Bow

– Normal Data Cleaning using Doc2Bow + TF-IDF

– Data Cleaning based on POS using Doc2Bow

– Data Cleaning based on POS using Doc2Bow + TF-IDF

∙ OnlineLDA

– Normal Data Cleaning using Doc2Bow
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– Normal Data Cleaning using Doc2Bow + TF-IDF

– Data Cleaning based on POS using Doc2Bow

– Data Cleaning based on POS using Doc2Bow + TF-IDF

∙ K-Means

– Normal Data Cleaning using Word2Vec

– Data Cleaning based on POS using Word2Vec

The reviews data was extracted based on the following criteria:

– Yelp Dataset

– Reviews for various categories

* Restaurants in Yelp Dataset

* Hotels in Yelp Dataset

– "Panda Express" reviews on Yelp

– Reviews for restaurants in Las Vegas on Yelp

6.3 Whole Yelp

The experiments were conducted for four sets of reviews. For the first part, 20000

reviews from across the whole Yelp dataset were taken at random. The review text

was preprocessed using stop word removal, stemming-lemmatization and clustered

into K=50 topics. Table 1, 2 show the top 5 words occurring in topics created using

LDA, LSI and K-Means. I have further clustered them into set of 5 topics that seem

to appear in the models. We observe that topics like Service, Hotels, Food items and

Payment, Crowd are greatly discussed.
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Table 1: Topics using K-Means

Service Food items Hotel Food Texture
staff_friendly ice_cream water_heater crispy_outside

friendly_attentive yogurt flooring undercooked
fast_friendly cheesecake night smooth
receptionist burger place crispy

thank sushi stay organic
knowledgeable pizza bathroom spicy

Table 2: Topics using K-Means

Payment Drinks Crowd
credit wine busy

purchase tea rush
buy beer reservation

insurance coffee line_door
receipt bottle friday

discount cocktail large_group

Table 3 shows the Topics and words appearing in each of these words. In LDA,

HDP and OnlineLDA, these topics are represented as a sum of all probabilities of

words occurring in the topic. Hence saying 0.044*"room means Topic 1, probability

of the word "room" occurring is 4.4%. For LSI, a positive probability means that the

word will definitely appear in the topic and its probability will be the number given

and negative probability indicates that the probability of the word not occurring in

the Topic is the number given.

Table 4 shows the Topics and words appearing in each of these words.

Table 5 shows the Topics and words appearing in each of these words.

Table 6 shows the OnlineLDA Topics and words appearing in each of these words.
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Table 3: 5 largest Topics in LDA and top 10 words in each

Topic # Description
Topic 1 u’0.044*"room" + 0.027*"hotel" + 0.017*"stay" + 0.013*"good" +

0.011*"place" + 0.008*"nice" + 0.008*"bathroom" + 0.007*"night" +
0.007*"look" + 0.007*"bed"’

Topic 2 u’0.018*"place" + 0.014*"love" + 0.012*"great" + 0.012*"casino" +
0.010*"feel" + 0.010*"room" + 0.009*"bar" + 0.008*"beautiful" +
0.008*"fun" + 0.008*"vegas"’

Topic 3 u’0.018*"flight" + 0.014*"time" + 0.013*"fly" + 0.012*"get" +
0.011*"airline" + 0.009*"plane" + 0.009*"go" + 0.008*"seat" +
0.008*"phoenix" + 0.006*"way"’

Topic 4 u’0.023*"pie" + 0.020*"tooth" + 0.018*"thai" + 0.015*"furniture" +
0.012*"staff_attentive" + 0.012*"pizza" + 0.011*"gold" + 0.011*"gar-
lic" + 0.009*"superb" + 0.009*"post_office"’

Topic 5 u’0.026*"food" + 0.025*"good" + 0.024*"place" + 0.021*"drink" +
0.016*"come" + 0.016*"order" + 0.013*"table" + 0.012*"time" +
0.012*"service" + 0.011*"bar"’

6.3.1 Visualization

The visualization for LDA using pyLDAvis is as follows.

We start off by sampling all Yelp reviews. We find that for K = 50, we have the

following findings: Figure 15 shows the top 30 words in all.

Figure 16 shows the top 30 words for Topic 11. Figure 17 shows the top 30 words

for Topic 8. Figure 18 shows the top 30 words for Topic 13. Figure 19 highlights

clusters that contain the word "sushi".

Figure 20 highlights clusters that contain the word "service".

6.4 Restaurants

Table 7 shows LDA topics for Restaurant. Even though words in LDA topics are

similar to that using K-Means, K-Means gives the best result in comparison. Table 8
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Table 4: 5 largest Topics in HDP and top 10 words in each

Topic # Description
Topic 1 u’0.001*sea_bass + 0.001*oyster + 0.000*ph + 0.000*jealous +

0.000*spontaneous + 0.000*after_read + 0.000*this + 0.000*cor-
ner + 0.000*not + 0.000*blackhead + 0.000*tendered + 0.000*so
+ 0.000*sickly + 0.000*unforgivably + 0.000*come + 0.000*food +
0.000*crinkle_cut + 0.000*consistent + 0.000*partridge + 0.000*answer’

Topic 2 u’0.000*unadventurous + 0.000*star + 0.000*cilantro_salsa +
0.000*piece + 0.000*melissa + 0.000*ship + 0.000*kiwi + 0.000*climb-
ing + 0.000*maxwell + 0.000*crinkle + 0.000*wizard + 0.000*jewelry +
0.000*shortlist + 0.000*give + 0.000*good + 0.000*stet + 0.000*share
+ 0.000*mimosas + 0.000*sat’)

Topic 3 u’0.001*markham_station + 0.000*wonk + 0.000*kart + 0.000*doc
+ 0.000*residence + 0.000*tossed + 0.000*personal + 0.000*hun-
gover + 0.000*pier + 0.000*airport_hotel + 0.000*roasted_red +
0.000*eggs_benedict + 0.000*takeaway + 0.000*will + 0.000*experi-
enced + 0.000*tate + 0.000*safe_bet + 0.000*great + 0.000*normal’

Topic 4 u’0.001*food + 0.001*good + 0.001*disheartened + 0.001*order +
0.001*place + 0.001*come + 0.001*roll + 0.000*tracie + 0.000*great +
0.000*time + 0.000*love + 0.000*check + 0.000*sushi + 0.000*delicious
+ 0.000*softball + 0.000*try + 0.000*need + 0.000*fresh + 0.000*go +
0.000*have’

Topic 5 (2, u’0.014*food + 0.011*not + 0.008*order + 0.008*good + 0.007*time
+ 0.005*panda + 0.005*go + 0.005*get + 0.005*panda_express +
0.005*place + 0.005*come + 0.005*location + 0.004*chicken + 0.004*ask
+ 0.004*employee + 0.004*want + 0.004*like + 0.004*orange_chicken
+ 0.004*service + 0.003*bad’)

contains topic clusters for reviews about Restaurants in general. Restaurant being the

most reviewed category in the dataset has the biggest chunk of reviews. Topic Models

were run on 20000 reviews sampled at random for K = 50 clusters. Topics generally

occurring in these review texts included "food", " dessert", "service", "time". Similar

to results for overall Yelp reviews, these clusters have positive, negative and neutral

experiences for each topic clustered together.
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Table 5: 5 largest Topics in LSI and top 10 words in each

Topic # Description
Topic 1 u’0.200*"time" + -0.197*"atmosphere" + -0.194*"have" + -0.189*"will"

+ 0.174*"-PRON-" + -0.163*"ice_cream" + 0.156*"die" + 0.156*"peo-
ple" + -0.152*"super" + -0.150*"little"’

Topic 2 u’-0.654*"time" + 0.339*"great" + 0.224*"nice" + 0.201*"tell" +
0.190*"check" + 0.182*"go" + -0.180*"place" + -0.156*"room" +
0.153*"pool" + 0.140*"night"’

Topic 3 u’-0.559*"night" + 0.394*"pool" + -0.291*"want" + -0.210*"pay" + -
0.184*"nice" + 0.162*"minute" + 0.155*"wait" + -0.129*"service" +
0.127*"walk" + -0.118*"tour"’

Topic 4 u’0.338*"love" + -0.316*"breakfast" + -0.258*"amazing" + -
0.202*"white_castle" + 0.197*"service" + 0.195*"price" + -
0.181*"delicious" + -0.181*"coffee" + 0.166*"food" + -0.156*"slider"’

Topic 5 u’0.389*"drink" + 0.300*"awesome" + 0.210*"amazing" +
0.195*"this_place" + 0.188*"coffee" + -0.184*"breakfast" + -
0.165*"beer" + -0.158*"ride" + -0.154*"great" + 0.133*"place"’

Table 6: 5 largest Topics in OnlineLDA and top 10 words in each

Topic # Description
Topic 1 u’0.045*"medium" + 0.032*"tender" + 0.032*"new_york" + 0.027*"re-

fill" + 0.026*"spinach" + 0.022*"presentation" + 0.020*"second_time"
+ 0.019*"nicely" + 0.018*"crisp" + 0.017*"goat"’

Topic 2 u’0.060*"dentist" + 0.048*"house" + 0.035*"tooth" + 0.034*"cleaning"
+ 0.022*"sub" + 0.022*"split" + 0.019*"image_dental" + 0.017*"con-
venient" + 0.017*"roasted" + 0.015*"ounce"’

Topic 3 u’0.024*"interior" + 0.022*"unique" + 0.020*"crab_dip" + 0.015*"to-
tally_worth" + 0.015*"craft_beer" + 0.015*"friendly_staff" +
0.014*"restroom" + 0.014*"ever" + 0.013*"shave" + 0.011*"wind"’

Topic 4 0.158*"good" + 0.150*"food" + 0.120*"great" + 0.086*"service"
+ 0.086*"place" + 0.048*"love" + 0.031*"try" + 0.029*"come" +
0.019*"awesome" + 0.019*"time"’

Topic 5 u’0.156*"hotel" + 0.032*"bathroom" + 0.024*"bread" + 0.023*"dollar"
+ 0.020*"mix" + 0.019*"do" + 0.018*"leg" + 0.015*"four_seasons" +
0.015*"section" + 0.014*"level"’
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Figure 15: LDA Topic Model

Figure 16: LDA Topic Model for Cluster 11
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Figure 17: LDA Topic Model for Cluster 8

Figure 18: Topic Modeling
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Figure 19: LDA topics containing word "sushi"

Figure 20: LDA topics containing word "service"
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Table 7: 5 largest Topics in LDA and top 10 words in each for Restaurants

Topic # Description
Topic 1 u’0.056*"fry" + 0.034*"vegan" + 0.031*"good" + 0.024*"cheese" +

0.021*"burger" + 0.018*"bbq" + 0.016*"not" + 0.015*"great" +
0.015*"sauce" + 0.014*"order"’

Topic 2 u’0.007*"duck" + 0.006*"steak" + 0.006*"bowl" + 0.005*"good" +
0.005*"order" + 0.005*"food" + 0.005*"high_end" + 0.005*"vegetable"
+ 0.005*"rib" + 0.005*"spicy"’

Topic 3 u’0.057*"sushi" + 0.032*"cut" + 0.028*"good" + 0.016*"chicken" +
0.016*"place" + 0.011*"spice" + 0.011*"love" + 0.010*"pork_belly" +
0.010*"go" + 0.009*"chunk"’

Topic 4 u’0.032*"time" + 0.019*"food" + 0.017*"service" + 0.016*"mac" +
0.013*"good" + 0.013*"present" + 0.013*"have" + 0.012*"know" +
0.012*"dining_experience" + 0.011*"attitude"’

Topic 5 u’0.143*"big" + 0.070*"business" + 0.048*"use" + 0.040*"vegetarian"
+ 0.039*"tea" + 0.030*"crab" + 0.029*"corner" + 0.026*"dine" +
0.023*"pie" + 0.023*"small"’

Table 8: Topics using K-Means on Restaurants

Service Menu items Food Texture Order
staff_friendly chicken_breast spicy order

absolutely_love sushi good table
deliver stake like come
attitude cut fry wait_staff

table beer vegan serve_size
knowledgeable sandwich plenty wait

6.5 Hotels

Table 9 contains topic clusters for reviews about Hotels in general. Restaurant

being the second most reviewed category in the dataset also has the biggest chunk

of reviews(almost 90 thousand). Topic Models were run on 20000 reviews sampled

at random for K = 50 clusters again. Topics generally occurring in these review

texts included "rooms", "hotel", "food", "drinks". Similar to results for overall Yelp
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reviews, these clusters have positive, negative and neutral experiences for each topic

clustered together.

Table 9: Topics using K-Means on Hotels

Service Rooms Hotel Food Drinks
friendly water_heater interior order wine

friendly_attentive very flooring purchase rush
attentive TV lobby restaurant wine

receptionist heater lit try busy
thank like hotel burger friday

6.6 Panda Express

Table 10 contains topic clusters for reviews about "Panda Express". The restau-

rant has around 2000 reviews on Yelp and we use them all to create topic Models

for K = 5 clusters again. Reviews talk about the "service", "location" and "food

items" like orange_chicken and chicken the most. There are topics that have positive

and negative words associated with various topics indicating the positive or negative

reviews for the same respectively. The topic models of a few other restaurants have

similar results, sometime including the "time to serve" as well.

Table 10: Topics using K-Means on Panda Express

Service Location Food Items
order place food
slow come order
write fresh like
not panda panda_express

good pretty chicken
time drive orange_chicken
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6.7 Restaurants in Las Vegas

Finally the topic modeling on Restaurant reviews in Las Vegas(Figure 11) showed

that the customers were the most interested in "drinks", "food", "service", "hotel"

topics. Since Las Vegas has the most number of reviews and restaurants registered

on Yelp as indicated in Figures 9 and 10, we took a subset of 20000 reviews and split

the corpus into 50 reviews.

Table 11: Topics using K-Means on Las Vegas Restaurants

Service Food items Hotel Drinks
outstanding chicken_fry room wine

service lobster order tea
time drinks music beer
room chicken blackjack coffee
nice sauce buffet bottle

reservation dessert discount cocktail

The K topics figure was taken from the paper [8]. The experiments conducted in

the paper indicates that K=50 gives optimal number of topics to avoid under fitting

or over fitting.

6.8 Other Observations

6.8.1 Reference based topic context

As we infer about the differences in the categories, we observe that the two topic

model results for restaurants and hotels differ in the topics and contents of the topic.

The words in "Service" topic of both the models differs with respect to the categories

and the models pick those up well. Table 13 has a few examples of the categorical

Service words.

39



6.8.2 Positive and Negative sentiments in Subtopic

When we dive down further in the analysis, we find that these clusters actually

contain positive and negative sentiments attached to each cluster. For example, as

seen in the Table 12 few clusters that talk about "Service" have negative or positive

or neutral words like "good", "great", "bad", "late", "just_enough" etc. clustered

together.

Table 12: Positive and Negative Service Topics

Sentiment Topics
Positive u’0.091*"great" + 0.049*"place" + 0.043*"food" + 0.042*"ser-

vice" + 0.038*"amazing" + 0.032*"love" + 0.025*"awesome" +
0.024*"good" + 0.020*"recommend" + 0.016*"try"’

Negative u’0.287*"have" + 0.266*"service" + 0.265*"price" +
0.215*"not_recommend" + 0.211*"staff" + 0.205*"eat" +
0.173*"order" + 0.142*"drink" + 0.135*"not"’

Table 13: Example of Service in Categories context

Category Topics
Hotels u’0.624*"place" + 0.370*"car" + 0.361*"time" + 0.279*"great" +

0.274*"good" + 0.193*"service" + 0.135*"look" + 0.083*"tour" +
0.078*"hotel" + 0.077*"walk"’

Restaurants u’0.257*"friendly" + 0.256*"this_place" + 0.191*"food" +
0.173*"crunchy" + 0.172*"nice" + 0.150*"fun" + 0.145*"very" +
0.143*"store" + 0.142*"service" + 0.136*"this"’

6.9 Model Comparison

6.9.1 Coherence score

Models can also be compared with each other using Coherence score. Figure 21

compares Coherence scores for LSI, HDP, LDA and OnlineLDA for the first dataset.

The above method can not be used with K-Means as it only generates clusters and

Coherence model also uses probabilities of word occurrence in topics for comparison,
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Figure 21: Coherence score for LSI, HDP, LDA and OnlineLDA

the models are judged based on human feedback. From the topic models generated

above, we find that POS-tagged corpus based K-Means has the best topic distribution

among all the models. POS tagged TF-IDF LDA model has the second best topic

distribution. Word Embeddings are best able to retain the context and semantic

structure of words hence can cluster the words better into topics.

6.9.2 Time to implement

Although, K-Means has the best clustering, it takes up a lot of time to give

back results. Word Embeddings used to cluster using K-Means do an excellent job

of retaining the context of words but also considers their frequency of occurrence in

the text. The vector size is set to be 32, with words occurring atleast 5 times in

the corpus, this helped reduce the time taken to run the model. Initial run for the
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Table 14: Time taken for 20000 reviews, K=50

Topic Model Technique Time taken
LDA(with POS and TF-IDF) 153.6 s
LSA(with POS and TF-IDF) 20.4 s
HDP(with POS and TF-IDF) 219.5 s

OnlineLDA(with POS and TF-IDF) 146.5 s
K-means(with POS) 16227 s

Table 15: Time taken for 2000 reviews, K=5

Topic Model Technique Time taken
LDA(with POS and TF-IDF) 8.6 s
LSA(with POS and TF-IDF) 0.4 s
HDP(with POS and TF-IDF) 16 s

OnlineLDA(with POS and TF-IDF) 5.9 s
K-means(with POS) 25 s

20000 reviews across the whole Yelp Dataset took almost 5 hours to return with the

result. Reducing the vector dimensions reduced the time by 60% with some loss of

vector information. While, LDA, HDP and OnlineLDA models tend to take moderate

amount of time. LSI, though consumes the least amount of time in all, has clusters

that are not very descriptive. Among all the types of cleaning and experimentation,

we get best results using data that have specific POS tagged words and TF-IDF

over various documents. Table 14 and Table 15 shows the time taken by each of the

techniques. As we see, time taken for a smaller dataset is significantly less. K-Means

works perfectly for smaller datasets and can be used on a machine with more power

or run in parallel or distributed environment to get best possible results.
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CHAPTER 7

Conclusion and Future Work

7.1 Conclusion

Understanding context within text is hard, and it largely depends on the data

being fed to the algorithm. The underlying assumption that review text within Yelp

follow a certain theme is true for most cases when comparing with the results from

this research. Thus, with certainty we can say that if a review continues in a positive

sentiment, it will go on to identify the underlying features that make it so. Under-

standing this through a ML model is tricky because of computational constraints on

training the model and hence cleaning strategies become a pivotal part of the process.

As observed, customers and businesses of Las Vegas are the most active amongst

all other cities. Topics such as "service", "wait_time", "happy_hour" are discussed

often over all. ML techniques can effectively extract these subtopics and present a

structured view of what it means to look at a particular business. With these results,

it becomes possible to identify new topics on the fly using OnlineLDA, hence detecting

fake or solicited reviews.

Among the ML techniques employed, word embeddings prove to be more efficient

in generating subtopics. Although effective, K-Means is a very computationally heavy

process if there are too many reviews. Combining data cleaning methods like TF-IDF

and POS tagging work as good as K-Means with word embeddings for larger datasets

and are not as computationally expensive.
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7.2 Future Work

There are various other methods to get word embeddings from the review Corpus

like available in Gensim can also be tested with. Also there is a need for a good metric

to judge NLP models described in this report. As seen, the current methods are black

boxes and cannot be taken as it is.
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