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ABSTRACT

In this paper, we present the results of using Hidden Markov Models for learning the behavior of Docker containers. This is for use in anomaly-detection based intrusion detection system. Containers provide isolation between the host system and the containerized environment by efficiently packaging applications along with their dependencies. This way, containers become a portable software environment for applications to run and scale. Unlike virtual machines, containers share the same kernel as the host operating system. This is leveraged to monitor the system calls of the container from the host system for anomaly detection. Thus, the monitoring system is not required to have any knowledge about the container nature, neither does the host system or the container being monitored need to be modified.
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CHAPTER 1

Introduction

Intrusion is the unauthorized access to a system’s data or resources by an unauthorized user, the masquerader, or a software program. It is a threat faced by computer systems every day. Intrusion detection systems (IDS) and Intrusion Prevention Systems (IPS) are used to detect and prevent intrusions. IDS monitor networks and host systems to detect anomalies in system behavior, and abuse of system resources or policies. This includes collecting system usage information, and creating profiles based on normal and anomalous usage patterns [1]. Profiles can be created based on a variety of parameters like CPU usage, login time, application usage order, login location, login time, session times (start and end), commands issued, system calls etc. If an abuse or anomalous activity that does not match the normal usage profiles is detected, then the session can be reported as an intrusion.

The IDS are broadly classified into host intrusion detection systems (HIDS) and network intrusion detection systems (NIDS). HIDS monitors activity on a host system, whereas the NIDS analyzes network traffic on a host system or a network, like a network firewall. These systems detect anomalies using an anomaly-based detection technique, or a signature-based detection technique. Signature-based IDS look for specific patterns, such as known instruction organization in malicious attacks, or packet sequences in network traffic. The signature-based IDS are efficient in detecting known attacks, however these systems cannot detect new attacks since no patterns are available [2]. Anomaly-based IDS are mainly used to detect unknown attacks. This is because of the rapid development and changes in malware. The system creates a profile of normal system usage and then compares the new activity against this model. Though this system is effective in
detecting intrusions, the system is prone to false positives, and training this type of system is a challenging task in terms of resources and time required.

The Hidden Markov Model (HMM) [3] is a powerful tool that can extract significant statistical information from data. Even when the underlying assumption of a Markov process is questionable, HMM’s are often applied with success. This project uses a logging tool to log the system calls that a container running a database makes to the host system. The data is collected as files of different sessions, epochs. The collected data is cleaned for processing using HMM. The HMM is trained using normal user behavior and can be used to detect anomalous behavior.

The dataset created contains all the UNIX system calls that a container makes to the host operating system. This is similar to the Schonlau dataset [4] which contains only of a sequence of UNIX commands collected from users.

This paper is organized as follows: Chapter 2 presents preliminaries. Chapter 3 shows the basic system architecture, data collection and processing techniques used in the system. Chapter 4, 5 give the details about the implementation of the project. Chapter 6 explains the results and comparison with the previous dataset. Finally, Chapter 7 presents the conclusion and future work.
CHAPTER 2

Preliminaries

This chapter discusses the previous work related to intrusion detection.

2.1 Introduction

Computer systems face the threat of intrusion every day. As a protective measure, authentication systems and intrusion detection systems are used to detect and prevent intrusions. Authentication systems secure host systems [5] with passwords, physical authentication devices (security tokens), biometric systems (fingerprint and face detection), and in the recent days by using virtualization. IDS and IPS on the other hand detect and prevent intrusions.

Intrusion detection systems are classified based on the mode of application, being host monitoring systems called as host intrusion detection systems, and network monitoring systems called network intrusion detection systems. The IDS’s detect any violation of normal usage patterns, and any anomalies are detected and reported.

These systems detect intrusions using either a signature-based detection technique, or an anomaly-based intrusion detection technique. Since the ways of intrusion consistently change over time, signature-based anomaly detection techniques are not very effective in detecting the anomaly. Anomaly-based detection techniques on the other hand are a better choice. A model/profile of normal system behavior is created, and using this model, any breaches in normal behavior can be detected [1]. The information used to create this model from a system usage perspective would include CPU usage, login time, application usage order, login location, login time, session times (start and end), commands issued, system calls, etc.
This paper focuses on creating a user profile based on UNIX commands issued by a Docker container to the host system’s kernel during normal usage. The profile/model for this ideal usage is created and stored in the system. Each time the application in the container is run, a profile of current system usage is created and compared with the profile that exists in the system. If there is a malicious activity like an intrusion, then an alert is triggered.

2.2 Intrusion detection

The problem of intrusion was first documented [6] by James P. Anderson in 1980. The report introduces intrusion detection as a strategy by analyzing log files of the affected systems. The idea was improvised and, in a paper, Denning [7] introduces an intrusion-detection model capable of detecting break-ins, penetrations and other forms of computer abuse. The system works on the basis of James P. Anderson’s hypothesis that audit trails provide insights into anomalies in computer systems. This was one of the first detection systems to be developed, and it provided a foundation to the future of intrusion-detection systems.

In the following years, there were many changes made to the initial IDS, which is described in a report by Symantec [8]. The improvements included analysis of more data, and introduction of systems that analyzed network data (NIDS) to detect anomalies. This included using techniques like deep packet inspection and pattern matching. It was not until the year 1990, when the first commercial intrusion detection system was introduced [9].
2.3 Virtual machines and containers

A virtual machine is the software replica of the underlying computer system [10]. The virtual machines provide the user with the same experience as the original system, but with clear isolation between the physical and virtual environments. Virtual machines use specialized software called hypervisors, which emulate the underlying hardware for the virtual systems. This ultimately provides a hardware level virtualization. Hardware or platform virtualization refers to the act of creating a virtual machine that is like a real machine with an operating system. The host machine is the actual machine where the virtualization takes place, whereas the guest machine is the virtual machine that gets created on the host system.

![Virtual machine diagram](image)

*Figure 1-Virtual machine*

Containers are a way of packaging and deploying applications along with their dependencies. They are lightweight, portable software environments for applications to run and
scale. Unlike virtual machines, containers provide operating system level virtualization. This is accomplished by abstracting the user space. Containers seem like virtual machines with private spaces for execution, private network interface and IP address. However, the big difference between containers and virtual machines is that containers share the same kernel as the host operating system.

The images (Fig. 1, Fig. 2) illustrates the virtual machines and containers, and how the virtual machines have their own guest OS kernel, whereas the container applications use the same kernel as the host operating system. The operating system’s architecture is shared by the different containers in a host system. The only parts that are created from scratch are the bins and libs, making containers lightweight.

![Figure 2 - Containers](image-url)
2.4 Machine learning techniques

Machine learning techniques are widely used to progressively improve the performance of a certain task. Machine learning studies the development of algorithms that can be used to learn from and make predictions on data. Machine learning finds applications in a variety of areas like virtual personal assistants, predictions while commuting, self-driving cars, video surveillance, spam and malware filtering, search engine refining, online customer support, product recommendations, online fraud detection, analyzing the human genome and a lot more.

One example where machine learning is being used in everyday life is in traffic predictions. Mobile phone users use GPS for navigation services for commuting between places. While users get the directions to their desired destination, the user’s location and velocity is being stored at a central server. This data is then used to build a map based on current traffic around the user’s location. With data from many users in the same location and historical data, the maps application is effectively able to analyze patterns in traffic. With this data, and using appropriate machine learning algorithms, traffic congestions can be predicted.

Machine learning tasks are broadly classified into supervised learning and unsupervised learning.

2.5 Supervised learning

When the training of the machine learning task is performed by mapping every input with the corresponding target, it is called supervised learning. Once trained, the machine learning algorithm will be able to provide the target for any new input after sufficient training. The learning algorithm maps a function that maps to a target for a specified input data. If the target is expressed as classes, then the problem is a classification problem. For example, classifying a file under scrutiny as
benign or malicious. Alternatively, if the target is continuous, it is called a regression problem. For example, the problem of predicting housing prices at a location based on historical prices.

2.6 Unsupervised learning

On the contrary, if the machine learning algorithm is trained only with a set of input, it is called unsupervised learning. In this type of learning, the algorithm tries to differentiate the input based on characteristics in the data. The algorithm ultimately generates a structure or relationship between the different inputs. One of the important unsupervised learning algorithm is clustering. The clustering algorithms analyze the data and place the data in separate clusters. When a new input is provided, the algorithm maps the input to an appropriate cluster. Other than clustering, some of the unsupervised learning algorithms are Expectation-maximization algorithm, anomaly detection, singular value decomposition, etc. An example of application of the unsupervised clustering algorithm is the clustering of news articles by Google News. The service clusters news articles based on keywords and terms in the article and places the articles in appropriate clusters like world news, sports, technology, etc.

2.7 Hidden Markov Models (HMM)

Hidden Markov Model (HMM) is a statistical Markov model in which the system being modeled is assumed to be a Markov process with unobserved (i.e., hidden) states [3]. The algorithm finds its application in areas such as reinforcement learning, speech recognition, handwriting recognition, gesture recognition and bio-informatics.
The HMM is a probabilistic state machine and the transitions between states are only dependent on the previous state. The term hidden refers to the Markov process that represents states and exists connected to a given observation sequence. Observation refers to the data that is known and can be observed. For example, the Markov process can be represented using the below image [11] where the states of a rainy or sunny day is observed based on observations like walk, shop and clean. The states are connected by state transition probabilities. And the states are in turn connected to the observations by observation probabilities.

![HMM states and observation sequence](image_url)

*Figure 3 - HMM states and observation sequence*
In machine learning sense, the observation sequence is the training data, and the hyperparameter is the states in the model. An interesting property of the HMMs is that the structure of the data can be deduced from the model itself. HMMs are based on discrete probability and a transition from one state to another depends only on the current state and the fixed probabilities. The below image [3] is a general illustration of the HMM,

\[ \text{Figure 4 - HMM} \]

### 2.8 Notation

The below notations are used in HMMs,

- \( T \) = length of the observation sequence
- \( N \) = number of states in the model
- \( M \) = number of observation symbols
- \( Q = \{q_0, q_1, \ldots, q_{N-1}\} = \) distinct states of the Markov process
- \( V = \{0, 1, \ldots, M - 1\} = \) set of possible observations
- \( A \) = state transition probabilities
- \( B \) = observation probability matrix
- \( \pi \) = initial state distribution
- \( \mathcal{O} = (\mathcal{O}_0, \mathcal{O}_1, \ldots, \mathcal{O}_{T-1}) = \) observation sequence.

**Fig 4 – HMM notations**
The state transitions between states are connected by the state transition probabilities (A). Similarly, the transition between the observations is represented as the observation probability matrix (B).

With a HMM, there are 3 problems [3] that can be solved.

1) **Problem 1**

Given a HMM, what is the likelihood of an observation sequence to be happening. This is the scoring step of a machine learning process. With the given observation sequence, we compute the score of the observation sequence with respect to the model.

2) **Problem 2**

Given the HMM and an observation sequence (O), what is the optimal hidden state sequence. In other words, this is the process of uncovering the hidden part of the HMM or decoding the hidden state. This is useful to know if the state of weather is “warm” or “cold”.

3) **Problem 3**

Given an observation sequence (O), what is the model that maximizes the probability of O. In machine learning sense, this is the training phase where the machine learning model tries to find a function that determines the target value.

In the context of the current project, the UNIX commands that represent a user is the observation sequence. The observation sequence is connected to states of the sequence being
normal user behavior and an intrusion. The goal is to create a model of normal user behavior and to determine the probability of a new observation sequence of UNIX commands. A HMM is used here and trained with UNIX commands of normal usage. When a new sequence is scored, the model assigns a high score if the new sequence is similar to the trained sequence and a low score otherwise.

2.9 Analyzing UNIX commands using HMM

HMMs have been extensively used in sequence analysis [12]. In the current context, UNIX commands from the Schonlau dataset [4] is the observation sequence. By using the UNIX commands from the data set and leveraging the Problem 3 of the HMMs, a model can be trained to differentiate the states of the machine. This model can be refined so that it maximizes the probability of the observation sequence, the UNIX commands. Later, when a new sequence of UNIX commands is supplied to the model, the probability score can be computed to differentiate the state of the sequence. A high probability means normal usage, and a low probability means anomalous usage.

2.10 Schonlau dataset

The Schonlau dataset [4] is a publicly available dataset comprising of UNIX commands collected from system usage based on 50 users. The dataset is organized as 50 files, with each file representing data collected from an individual user. Each file consists of about 15,000 UNIX commands with the first 5000 commands being used for training. The next 10,000 commands are
grouped in blocks of 100 and are seeded with masquerading commands. The 10,000 commands are used for testing purpose.

The organization of the dataset is illustrated below [13],

![Schonlau dataset diagram](image)

*Figure 5 - Schonlau dataset*

A limitation of the dataset is that it can only be used for initial training purpose for validating the claim that an intrusion can be detected by using the UNIX system calls. However, in a live system, the operating system executes different systems calls for users. The order of these system calls is not the same as well. In this case, if a training set is created based on a certain list of system calls, and if the operating system executes a different set of benign system calls, there are higher chances of it being tagged as an intrusion. This is the reason behind the higher false positives in the execution of an anomaly detection algorithm.
2.11 Sysdig

Sysdig [14] is a Linux tool that is used for system monitoring. The tool installs into the Linux system kernel and captures the system calls and other OS events. In addition to system insights, it offers native support for containers. This can be leveraged to monitor the system calls that a container makes to a host system. Using Sysdig’s command line interface, useful information about the system calls made to the host kernel can be retrieved. The package is ideally used to inspect systems live in real-time, or to generate trace files of the system activity.
CHAPTER 3

System Architecture

3.1 Basic architecture

To start with, the initial training is performed using the Schonlau dataset. The Schonlau dataset consists of data collected from about 50 users, with files containing both masquerading and normal user data. Using this data, the hypothesis of HMM being able to detect anomalies in UNIX commands can be tested. However, the same model cannot be applied to test the system calls that the containers make to the host operating system. This is because the Schonlau dataset not only contains the system calls collected from user-initiated applications, but also the system calls made by the host operating system.

In order to fix this, a new dataset filtered based on the calls made to the host system by a particular Docker container needs to be created. In addition to this, appropriate datasets are collected to support the hypothesis of classifying system state, normal or intruded, based on system calls made during different application loads. This is accomplished by simulating different application loads in the container running the application being monitored. Once the dataset is created, the model is trained based on calls matching normal system usage. This model is then used to determine the state of the container by monitoring the system calls between the host kernel and the container.

The technique used in this paper is a sequence-based anomaly detection technique, which detects anomalies in a system at different application loads. The system calls made by a container to the host system is compared against the machine learning model to predict the state of the
application. If the model reports a high probability score, then the sequence is similar to the sequence used to train the model. Otherwise the sequence of system calls is reported as an anomaly.

The below image shows the architecture of the system.

![System architecture diagram]

*Figure 6 - System architecture*

### 3.2 Logging UNIX commands

The limitations of using the Schonlau dataset for testing is that it contains both the system calls made by the user, as well as, the operating system. Though the dataset makes available a large amount of data in the form of system calls, the actual system calls issued by an application running in the containers would be different. If we were to train a model only using system calls available in the Schonlau dataset, then the system is likely to classify any other system calls like the ones
made by a container running an application as an intrusion. This leads to a high possibility of false positives to be reported by the model.

In order to overcome the issue of false positives being detected, the following steps are performed. The first step is logging UNIX commands issued by the container under scrutiny. This data forms the basis of creating a user profile based on normal usage. The collection of the data is done using Sysdig. The tool is tuned so that only calls from the container under scrutiny is logged.

The steps for collecting this data is discussed below,

1. Upon start of a container Sysdig starts collecting the system calls executed by the container that is being monitored.
2. The system calls made by the container to the host system are logged in a separate (file extension used - .scap) file in the host system.
3. Since we are monitoring only a particular container running in the host system, the system calls are filtered to log only the system calls of the chosen container.
4. The logging starts at the start of the container, collects through normal activity and terminates when the container terminates execution.
5. The generated file is processed to create a file with a full list of system calls retrieved from the container.
6. In order to simulate varying system conditions, the collection process is repeated with different application loads (considering a database running inside the container).

Below is a screenshot of the system calls made by a container running Ubuntu to the host operating system during an update session.
3.3 Environment setup

For the purpose of experiments, we use a Docker container running the official MySQL database. The container installed as a database is basically an installation of the database in a Linux operating system. The MySQL port is mapped to a custom container port by Docker. Initially, since there is no data set available, multiple experiments are performed to collect the data from the container at different stages of execution. The idea is to collect data based on ideal normal usage of the database and using the data to build a normal usage profile. This data can be used to find and predict the probability of a new observation sequence.
The testing data is generated using mysqlslap [15], a diagnostic program developed for emulating client load for a MySQL server. The program reports the timing for different stages at different server loads. The load is simulated as if there are multiple clients accessing the server.

The application runs in 3 stages [15]:

1. Single client stage – where a schema is created, and any stored programs or data is used for testing the database. This simulates requests from a single client to the database.
2. Multi-client stage – another stage of operation runs the load test by simulating multiple client requests.
3. The clean-up stage where the tables are dropped, if any, and the database is disconnected.
   This is performed using a single client.

The program is used for generating training and test data to be used to train the HMM. It can be customized to run a specified number of iterations to perform load testing. The program also offers customizations to choose the number of queries and iterations to perform on the database. The tool runs on the host operating system and interacts with the database running in the container. This helps to simulate the database server at different server loads: normal database usage, moderate usage and high usage.

3.4 Collecting the data

Mysqlslap simulates different client loads on the database running in the container. During this step, the system call logging tool, Sysdig, is used to monitor and log all the system calls that
the container makes to the host operating system. The calls are filtered so that only calls from the container running the database are monitored and logged to a file on the host operating system.

The extracted file contains information like process id, time the call was executed, system call and target data. Since the HMM we consider is a sequence-based model, only the system calls are to be considered. The extracted file is then passed to a custom data cleaning program that filters the system calls to a separate file. The system calls are appended to a continuous string to be ready for processing by the HMM. In the current context, the tracking and cleaning process is manually performed to track a Docker container and extract the system call information.
CHAPTER 4

Project implementation

4.1 Data processing

The first step of training the model is processing the data available. Two sets of data available: the Schonlau dataset and the data retrieved from running the database at different usage loads. Each data set is processed differently. The Schonlau dataset contains only system calls in each line of the file. However, the data collected from the Docker contains other information like process id, time, system call, target data and so on. The data cleaning step is performed in the following steps, explained separately for each data set.

Since we use a sequence-based anomaly detection strategy, the end goal is to create an appended string of system calls. This long sequence of system calls is fed to the HMM for training, and later for testing the probability of a new sequence.

A custom python script is used for processing the Schonlau dataset which contains about 50 files, and 15,000 system calls in each file. Each file in a dataset corresponds to system calls collected from a particular user. Each file of the dataset is processed separately to create batches of benign and anomalous files containing separate system calls. For the model, we use the benign calls to train the model, and the anomalous calls to test the model that was created.

1. The individual files are opened, and the file is read line by line to extract individual system calls.
2. A counter is maintained to extract the anomalous and benign calls in batches.
3. Each call is removed of any extra spaces and is converted to lower case. The cleaned system call is appended to a separate file that maintains benign and anomalous system calls.

4. A counter is maintained to append the first 5000 calls to a file of benign system calls. The next 10,000 calls are written in batches of 100 to separate files marked as files seeded with masquerading calls.

5. The process is repeated for the 50 users, which results in the creation of 101 files for each user in the dataset.

The processing for the data extracted from monitoring a Docker container varies to a certain extent. This is because of the additional information that the call logging tool extracts while monitoring the container. The dataset is first created by logging system calls made by the Docker container running the MySQL database. The processing of the file is performed using a custom Python script.

The below steps are performed for each file:

1. Each line of the file is read and validated for presence of system call information. The lines with command line data is excluded.

2. Each line contains additional information like process id, time, system call, target data from which the system call is extracted.

3. Once the system call is extracted, the call is removed of any extra spaces and converted to lower case.

4. Lines that do not contain a system call are skipped.
5. The performance can be improved by using a dictionary of known system calls and can be improved as new system calls are made by a container.

4.2 Training the model

For the project, there are 2 sets of data available to perform experiments. The first set is the data available in the Schonlau dataset [4]. This dataset can be used to validate the claim of using system calls to detect anomalies in a system. For this purpose, the HMM to be used in the project is a sequence-based anomaly detection model. This considers the system calls as a continuous sequence. The system calls from the Schonlau dataset are appended to form a long string of characters. The dataset provided is separated into appropriate sets of benign and anomalous datasets.

The Schonlau dataset contains of 15,000 calls collected per user. The 15,000 system calls are made of 5000 system calls and 10,000 anomalous calls grouped in sets of 100. The anomalous call set is seeded with intrusive system calls with a probability of 80% [4]. On reading the file for an individual user, custom scripts are used to clean and separate the individual system calls.

The second set of data is collected from running the mysqlslap application at different application loads. The dataset is the system calls that the container makes to the host operating system. The processing of the data from the system call logger to extract only the system calls is discussed in the previous section. Since we use a sequence-based anomaly detection model, the system calls are appended into a long string to be fed to train the model.
Training the HMM is performed in the following order. The motive is to solve Problem 3 of the HMM, where a model is to maximize the probability of the observation sequence used for training.

1. When the training is started we initiate the transition probability matrix, observation probability matrix, initial probability matrix to random values [3]. The model is re-estimated for maximizing the observation probability of the given observation sequence.

2. The training is started considering 2 hidden states. The hidden states signify the states of the system, being normal behavior and an intruded state.

3. During the training, the observation sequence, being the long string of system calls is fed to the HMM for estimating the state transition probabilities, observation transition probabilities.

4. At the start of training the alpha pass, beta pass is performed, and it is used to compute the gamma and di-gamma values [3]. The model is re-estimated using the gamma and di-gamma values.

5. The iterations are repeated until either a minimum iteration count (1000 in the current experiments) is reached, or when the change in observation sequence probability is very low. The changes in probability starts with higher differences and drops to a lower value once a local maxima is reached. So, a check that stops iterations if the probability change is lower than 0.1 is used.

The training is repeated for datasets generated from different user loads on the MySQL database. This creates different profiles based on the loads experienced by the application. These different user profiles are used for evaluating the new observation sequence during the testing phase of the application.
4.3 Testing an observation sequence

Once the normal user profiles are created, a new observation is supplied to test the model. Testing the model is done by using the forward algorithm [3]. In the context of a HMM, the forward algorithm provides the probability of a certain sequence with the model. The probability is a measure of how close a sequence is to the sequence that was used to train the model.

The below image [16] illustrates the forward algorithm,

![Figure 8 - Forward algorithm](image-url)
The pseudocode for the forward algorithm is below [16]:

\[ \textbf{function} \ \text{FORWARD}(\text{observations of len } T, \text{ state-graph of len } N) \ \textbf{returns} \ \text{forward-prob} \]

create a probability matrix forward\([N+2,T]\]

\[ \text{for each state } s \ \text{from 1 to } N \ \text{do} \]

\[ \text{forward}[s,1] \leftarrow a_{0,s} \times b_{s}(o_1) \]

\[ \text{for each time step } t \ \text{from 2 to } T \ \text{do} \]

\[ \text{for each state } s \ \text{from 1 to } N \ \text{do} \]

\[ \ \ \ \ \text{forward}[s,t] \leftarrow \sum_{s' = 1}^{N} \text{forward}[s',t-1] \times a_{s',s} \times b_{s}(o_t) \]

\[ \text{forward}[q_F,T] \leftarrow \sum_{s=1}^{N} \text{forward}[s,T] \times a_{s,q_F} \]

\[ \text{return} \ \text{forward}[q_F,T] \]

Figure 9 - Forward algorithm

Testing is done by first recording a new set of system calls from the container being monitored. In order to simulate an intrusion attack on the database, we use a penetration testing tool. The function of the tool is to perform an automatic injection attack on a target MySQL database. In this case, the target database is the database running in the container. For this purpose, we use sqlmap [17] an automatic penetration testing tool. Once the attack is performed, system calls from the container are logged. The data in the logged file is extracted and processed the same way we process benign system calls.

The processed system calls made by the Docker container that was collected during the penetration test forms our new observation sequence. This is the new observation sequence that will be used for testing with the model. As discussed in the earlier sections of the paper, if the observation sequence corresponds with the sequence that was used to train the model, then a high
probability score is returned. Otherwise, if the new observation sequence does not correspond to the model, a low probability score is obtained.

Initially during the training phase, multiple user profiles were created based on varying usage patterns, i.e. database loads. This step is performed to minimize the occurrence of false positives. The new observation sequence is tested with all the user profiles that were created for a probability score. Based on the probability score, the sequence is classified as a normal usage pattern or an intrusion.
CHAPTER 5

Model Evaluation

The performance of the classifier is determined using an accuracy measure of the outcomes. In general, there are four possible outcomes that a classifier produces [18].

1. True positive (TP) – when a classifier correctly scores a sample sequence of system calls as an intrusion.
2. True negatives (TN) – the observation sequence is not an intrusion, and the classifier classifies it correctly as a benign sequence.
3. False positive (FP) – the scored sequence of system calls is not an intrusion, but the classifier incorrectly classifies the sequence as an intrusion.
4. False negative (FN) – the scored sequence of system calls is an intrusion, but the classifier incorrectly classifies the sequence as an intrusion.

The four cases are illustrated in the below image [18],

![Confusion matrix](image)
The true labels indicate correct outcomes, positive and negative. Whereas, the false outcomes, positive and negative, indicate an incorrect outcome. When an experiment is performed, the number for each outcome is populated in the table. This yields a confusion matrix. From values in the confusion matrix we can compute the accuracy of the model. The accuracy is a measure of how correct the model is performing given the data supplied. In addition to accuracy, the true positive rate (TPR) and the true negative rate (TNR) can also be computed.

5.1 Accuracy measure

Machine learning algorithms function with the goal to learn patterns from data. Once the algorithm learns a pattern, it attempts to generalize the experience on unseen data and generates a target classification or a continuous range of values. Once a model has been trained and generated, it is important to measure how accurately the model is making predictions. This is called the accuracy measure of a model.

In the current case, we consider two states of the system. This operates similar to a binary classification algorithm, that classifies data into one of two categories. To achieve this classification, the new observation sequence is scored with the to calculate the probability of the sequence. Based on the score, a certain classification threshold, determined using the ROC curve, is used to determine the classification. Any probability value below and above the cutoff threshold are classified differently. In the current scenario, since we consider profiles based on different application loads, a unique threshold value is assigned for each profile created.
Based on the classifications that a model makes, the confusion matrix created. From the confusion matrix the accuracy of the model is computed. The accuracy of a model is calculated using the below mathematical formula. The higher the accuracy measure, the better is the performance of the model.

\[
\text{Accuracy} = \frac{tp + tn}{tp + tn + fp + fn}
\]

### 5.2 Receiver operating characteristic (ROC)

The performance of a machine learning algorithm is determined using the ROC curve [18]. It illustrates the diagnostic ability of a model. Using the ROC curve, optimal models are chosen, and the suboptimal ones are discarded. The curve is plotted using the TPR and FPR computed using the confusion matrix. The TPR values and FPR are computed for different classifications made by the classifier. This is plotted as points in the ROC curve, which is made of FPR values in the x-axis, and TPR values in the y-axis.

The TPR and FPR values are computed as below,

\[
TPR = \frac{TP}{TP + FN}
\]

\[
FPR = \frac{FP}{FP + TN}
\]

A sample ROC curve is show below [19].
Figure 11 - ROC curve example

ROC curves show the performance of a machine learning algorithm. The closer the curve is to the left-hand border of the graph, the more accurate the test results are. As the curve slopes downward to a 45 degree angle, the less accurate the test results are. From the curve in the ROC diagram we can compute the AUC, which is a measure of classification accuracy. The AUC is a measure of the discrimination ability of the classifier, which signifies the ability of a classifier to correctly classify a new test dataset supplied to the model.
Experimental results

The training is performed applying the technique described in the training section. Once trained the different user profiles that signify normal usage are stored in the host system. These user profiles are used to compute the probability of a new observation sequence. The testing step computes the probability score of a new observation sequence, using the forward algorithm [3]. Since there were multiple user profiles created considering different user loads on the database, the observation sequence is to be tested with the different models that was generated.

The experiments were performed in 2 stages, and the results are discussed below.

1. Using the Schonlau dataset.
2. Using the dataset generated from the database in the Docker container.

6.1 The Schonlau dataset results

In order to prove the claim, the initial experiments are performed using the Schonlau dataset. The model is first trained with the benign calls in the dataset. In this case, the model should return a high probability score for system calls that are benign in nature. For anomalous system calls the model returns a low probability score.

Multiple HMM experiments are performed by considering the data from different user files similar. The model is trained with benign user data and tested using the datasets seeded with anomalous system calls. The output score from the model is used to classify the dataset as benign or anomalous.
The below image shows the scores and datasets that were classified using the HMM,

\[ 	ext{Figure 12 - HMM results for Schonlau dataset} \]

The graph shows an illustration of the points that were classified as anomalous (“x”) and normal states (“o”). The circles represent normal user behavior, while the crosses “x” represent anomalous activity.

In the graph the Y axis denotes the log likelihood of the system calls predicted by the model, while the X axis denotes the index of the dataset that was considered for generating the score. From the graph, we can observe a separation between the benign and anomalous system calls. However, we can also note the high number of false positives – points that have been incorrectly classified as intrusive. A possible reason for the occurrence of false positives is the
limited availability of training data used to train the HMM. HMM’s have historically performed bad with low training data as studied in [20].

The ROC curve for the dataset is shown below,

![ROC Curve](image.png)

*Figure 13 - ROC for Schonlau dataset*

Based on the classifications obtained from the Schonlau dataset the ROC curve is shown in Fig 13. From the ROC curve we can observe the accuracy of predictions made by the model. The highest AUC obtained from the model is 0.92 and the model classifies most of the system call segments into its respective classes. Though the accuracy is comparatively lower than previous HMM experiments performed with the data [21]. We could observe that the model is able to
classify most of the benign and intrusive calls in the dataset. With the classifier classifying observation sequences based on the sequence ordering, the experiments are expanded to testing with observation sequences generated from the container.

6.2 Experiments with system calls from database intrusion

The testing is performed on the observation sequence of system calls collected from the container running the database. This is done by generating the log likelihood for an observation sequence, and classifying the sequence based on the score. Similar to the testing for the Schonlau, dataset we consider two states in the HMM. The states are assumed to be the states of the machine being, normal behavior or an intruded state of operation.

For training the model, sequences of system calls collected during normal usage at different application loads is used. This results in multiple models based on different usage patterns of the database. While testing the model, we use the new sequence of system calls for scoring against the normal usage models generated from the training data. Since the models are generated considering normal database usage, a normal sequence of system calls would return a higher log likelihood than system calls collected during an anomalous activity. This is an inherent nature of how HMMs work [3].

With this we begin experiments by simulating different application loads at normal and anomalous activity. The experiments are discussed as follows.
Experiment -1

The first set of experiments is conducted considering low-moderate application usage conditions. The load is simulated using the load simulator, and system call sequences during different times is collected. The process is repeated for normal and when an anomalous event occurs, which is simulated with the penetration testing tool.

We use the sequences of system calls collected from monitoring the container for the scoring phase. The scoring is achieved using the forward algorithm, where each system call sequence is assigned a log likelihood score by the model. The process is repeated for all sets of system call sequences that were collected during the experiment. The markers with “x” denote the anomalous call sequences, while the markers with “o” denote the benign system call sequences. The results of the experiment are shown below:

![Figure 14- HMM scores for low-moderate usage](image)
From the graph above, we can observe the different sequences of system calls classified as benign and anomalous. The X axis represents the sequence ID that was used for scoring, and the Y axis represents the HMM log likelihood score returned by the model. Since benign system calls were used to train the model, all benign sequences return a higher log likelihood than the anomalous calls. This can be observed from the difference in scores on the higher and lower side of the Y axis.

The ROC curve is plotted for the results and the highest AUC achieved is 0.836. The experiments are then repeated under moderate database usage conditions.

The ROC curve for the experiment:

*Figure 15 - ROC curve for low-moderate usage*
From the graph in Figure 15, we can see that most of the anomalous sequences of system calls are detected by the model. However, a relatively low accuracy is achieved. The possible reason is the occurrence of system calls, though benign, not present in the training set.

**Experiment – 2**

The second set of experiments is conducted with system calls that are collected during moderate system usage. This includes a combination of both benign and anomalous system call sequences.

The system call sequences are collected and used in the scoring phase of the application. During this phase the model is used to assign a log likelihood to each sequence of system call. The HMM results are shown below. The markers with “x” denote the anomalous call sequences, while the markers with “o” denote the benign system call sequences.

![HMM Scores](image)

*Figure 16 - HMM results for moderate usage*
The model classifies most of the system call sequences into the respective categories. However, from the ROC curve we can notice an equal increase in the number of false positives, ie., benign sequences wrongly classified as anomalous. This is because the model assigns a low log likelihood for even the benign sequences of system calls. The reason for the lower performance could be the occurrence of system calls that were not encountered in the training phase, and higher similarity between the anomalous and normal system calls as the usage of the application increases.

The ROC curve is given below:

*Figure 17 - ROC for moderate usage*
As we could observe from the ROC curve, the experiment resulted in a lowered performance than the previous experiment with low system usage. The AUC achieved is (0.812), which is lower when compared to the previous experiments conducted. The lowered performance is due to the increasing similarity between the benign and anomalous system call sequences. This results in the model assigning a similar log likelihood to the benign system calls and anomalous sequences.

**Experiment – 3**

The next set of experiments are performed considering high application usage. The system calls for the test set are collected by simulating a high application usage and by performing normal and anomalous usage of the application. The anomalous usage is simulated using the penetration testing tool.

The model training is done using system calls collected from the container during a high system usage event. We use benign system calls for training the model. By repeating the simulation multiple times, several benign system call sequences are collected. These sequences are used to create the different models to be used for scoring new sequences of system calls.
The HMM results for the experiment is below:

![HMM Scores](image)

*Figure 18 - HMM results for high usage*

From the graph we can observe the increased occurrence of false positives, i.e., more number of system call sequences being tagged as anomalous activity. This is because of the increased occurrence of system calls not encountered during the training phase. In addition to this, another reason could be the similarity of statistics between the normal and anomalous system calls.

We determine an optimal threshold value to separate the benign and anomalous sequences. The markers with “x” denote the anomalous call sequences, while the markers with “o” denote the benign system call sequences.
The ROC for the experiment is given below,

![ROC Curve](image)

*Figure 19 - ROC for high usage*

The highest AUC achieved for the experiments was 0.784. As observed in Figure – 19, there is a steep rise in the occurrence of false positives. This is because of the similarity in log likelihood of the anomalous and benign system call sequences. The reason being higher occurrence of system calls not observed during the training phase, and a higher similarity between sequences.
CHAPTER 7

Conclusion

In this paper we presented the results of using a sequence based HMM to detect anomalies in system call sequences from an application inside a container. The HMM is trained using system call sequences collected at different application loads. This information is used to classify system call sequences. Using the trained model, we were able to successfully classify anomalous and benign sequences of system calls achieving an overall high AUC of about 0.836 as observed in Figure 15.

The model created was able to classify benign system call sequences from the anomalous ones. However, as the system usage increases, we notice a steady increase in the occurrence of false positives. The reason could be dissimilarities between the benign system call sequences, or the occurrence of system calls not encountered during training. In previous experiments conducted by [22] and [23], a higher accuracy has been reported by considering frequency of system calls, and optimized start states.

We used sequences of system call sequences collected at different application loads. The data is collected, and the experiments are conducted in an offline mode. As future work, the application can be extended to include a workflow that reports anomalies in real time. In addition to this, other features of the data like frequency of system calls in a sequence – using a sliding window, or a bag of words approach [22] can be used to process the data for better performance. Both these approaches are frequency-based anomaly detection techniques which groups system call sequences based on order, or frequency of occurrence. However, a tradeoff would be reduced performance as the requirement for cleaning, and data preparation increases considerably.
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