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Figure 19 shows confusion matrix, Figure 20 shows micro averaged precision score

of all classes, Figure 21 shows PR value for each class from results obtained by testing

SVM model trained on imbalanced dataset.

Figure 19: Confusion Matrix obtained from result of SVM trained on imbalanced
dataset

Figure 20: Micro averaged precision score obtained from the results of SVM trained
on imbalanced dataset
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Figure 21: PR value obtained for each class from result of SVM trained on imbalanced
dataset

Table 8: KNN results

K Accuracy (%)
3 74.54
4 78.49
5 78.27
6 77.86

6.2.1.2 K Nearest Neighbour(KNN) Results

Although learning is not involved in KNN machine learning model, KNN gives

high result in text classification and semantic analysis problem. We experiment using

different values of K to train KNN and Table 8 shows accuracy for the same.

As evident from Table 8, model with K value 4 gives the highest accuracy. Further
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analysis is done for the results obtained from trained KNN model with K value 4.

Figure 22 shows confusion matrix, Figure 23 shows micro averaged precision score

of all classes, Figure 24 shows PR value for each class from results obtained by testing

KNN model trained on imbalanced dataset.

Figure 22: Confusion matrix obtained from result of KNN trained on imbalanced
dataset

As class is highly imbalanced, we balance the dataset using various data balancing

technique.

We perform SMOTE analysis on dataset for upsampling and achieve accuracy of

73.01%. Figure 25 shows confusion matrix, Figure 26 shows micro averaged precision
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Figure 23: Micro averaged precision score obtained from results of KNN trained on
imbalanced dataset

Figure 24: PR value obtained for each class from result of KNN trained on imbalanced
dataset
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score of all classess and Figure 27 shows PR value of each class for results obtained

by testing KNN model, trained on dataset which is balanced using SMOTE analysis.

Figure 25: Confusion matrix obtained from results of KNN trained on dataset balanced
using SMOTE analysis

We perform undersampling on dataset for balancing and achieve accuracy of

60.32%. Figure 28 shows confusion matrix, Figure 29 shows micro averaged precision

score of all classes and Figure 30 shows PR value of each class for results obtained by

testing KNN model, trained on dataset which is balanced using undersampling.
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Figure 26: Micro averaged precision score obtained from results of KNN trained on
dataset balanced using SMOTE analysis

Figure 27: PR value obtained for each class from result of KNN trained on dataset
balanced using SMOTE analysis
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