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ABSTRACT 

Image captioning is a crucial technology with numerous applications, including enhancing 

accessibility for the visually impaired, developing automated image indexing and retrieval 

systems, and enriching social media experiences. However, accurately describing the content of 

an image in natural language remains a challenge, particularly in low-resource settings where 

data and computational power are limited. The most advanced image captioning architectures 

currently use encoder-decoder structures that incorporate a sequential recurrent prediction 

model. This study adopts a typical Convolutional Neural Network (CNN) encoder Recurrent 

Neural Network (RNN) decoder structure for image captioning, but it has framed the problem as 

a sequential decision-making task. The image captioning models in this research used 

reinforcement learning (RL) as a means of training to improve performance. The study uses a 

policy network to anticipate the following word in a caption based on earlier predicted words and 

a value network to assess the entire caption and its possible variations. Both these networks have 

been trained using a reinforcement learning model that relies on visual-semantic embeddings. 

This method outperforms the standard encoder-decoder framework even with minimal training on 

a smaller subset of the Microsoft COCO dataset. 

 

Keywords - Image Captioning, RL (Reinforcement Learning), CNN (Convolutional Neural 

Network), RNN (Recurrent Neural Network)
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I. INTRODUCTION  

Image captioning is the process of producing textual descriptions of a given image. In 

computer vision, the field of image captioning has garnered substantial interest due to its goal of 

endowing robots with human-like intelligence, enabling them to understand visual information and 

convey it in natural language [1, 2, 3, 4, 5, 6, 7]. Many cutting-edge methods encode visual data 

with CNNs and use RNNs for decoding the data into coherent sentences. The recurrent hidden 

state is leveraged to estimate the likelihood of the succeeding word during both the training and 

inference stages. 

 

This work combines policy and value networks to select the most appropriate words at each 

time step, with the help of a new framework. The policy network functions as a conventional 

maximum likelihood estimation (MLE) estimator for estimating the most likely outcome and 

produces predictions about the following word, utilizing the present state as a reference point. On 

the other hand, the value network evaluates all possible reward values of all possible situations 

that can come from the current situation, to give better global and lookahead guidance. This allows 

the policy network to generate more accurate predictions for the next word. By incorporating both 

local and global cues, the proposed approach enhances the accuracy of the predicted words, 

including those with low likelihood scores from the policy network alone. 

  

This system employs an actor-critic reinforcement learning approach [8] that is based on 

visual-semantic embedding reward [9, 10, 11, 12]. Simultaneously, the training is improved by 

this method for both the value and policy networks. Initially, the value network undergoes pre-

training through mean squared loss, while the policy network goes through pre-training using 

cross-entropy loss and supervised learning.  
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The tests were conducted on a downsampled training dataset of MS COCO [13] dataset 

against various evaluation metrics, including BLEU [14], Meteor [15], Rouge [16], and CIDEr [17]. 

The results consistently demonstrated that this system outperforms the standard encoder-

decoder technique that lacks reinforcement learning optimization. 

II. RELATED WORKS 

A. Image Captioning 

Image captioning generates a description of a given image, which involves an ML algorithm 

analyzing the visual attributes of the input image and describing it in natural language. This task 

is challenging because it requires processing natural language, which is inherently complex, as 

well as visual perception, which is also complex. This study offers a complete overview of image 

captioning, including the most important image captioning approaches and techniques, as well as 

the problems and limits of the approach. 

 

Previous techniques analyzed the primary content items of an image using image recognition 

models and then utilized language models to integrate the important inferred characteristics into 

a caption [18,19,20,21,22]. Yet, this disjointed training approach led to poor generalization and 

overall performance. Yet, since the effort of converting or "translating" image contents into 

captions is conceptually similar to the task of converting one language to another in machine 

translation, researchers adapted machine translation techniques related to captioning of images. 

With the introduction of a good architecture of encoder-decoder [1, 2, 6, 7], it has become the 

most used approach for image captioning. Many vision architectures and modeling algorithms 

have been developed for the encoder component [23, 24, 25, 26], ranging from simple image 

recognition to contemporary attention-based methods emulating human visual systems [3, 4]. 
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Graph-based approaches [27], such as scene graphs, have been used by the encoder to 

encode the training images, followed using graph-oriented DL models like Graph Convolutional 

Networks (GCN) for inference. The dearth of pre-trained models that are readily applicable for 

constructing scene graphs necessitates that researchers invest considerable time and 

computational resources into training such models from scratch [42]. 

 

The embeddings produced by the encoders are supplied into the decoder, which is some type 

of language model, such as RNN or LSTM [28, 29], or the latest state-of-the-art transformer-

based decoders. Most inference techniques employ decoder mechanisms that employ beam or 

greedy search. Many inference techniques in image captioning use decoder mechanisms such 

as beam or greedy search. These mechanisms choose words based on local confidence and 

move to the next state, anticipating the words with the highest confidence. Top local confidence 

score refers to the probability score assigned by the model to the most probable word at each 

step of generating a caption. It is used to select the next word in the caption generation process 

based on the word with the highest score at that moment. However, this approach may ignore 

potentially better words in the early stages, leading to suboptimal captions. To address this issue, 

training image captioning models with reinforcement learning can overcome the limitations of 

next-word prediction based on local confidence scores. 

 

B. Sequential Decision-Making 

Several real-world problems can be formulated as sequential decision-making challenges, 

such as teaching agents to play computer games, algorithmic trading, and controlling robots [30, 

31, 32]. Reinforcement Learning (RL) involves training an agent to make decisions based on its 
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interactions with the environment. RL algorithms such as Actor-Critic, Q-learning, and Reinforce 

are commonly used to solve decision-making problems [33, 34, 35]. 

 

The environment for image captioning using RL embeddings comprises an image and a 

caption that has been partially constructed. The agent is compensated based on the degree to 

which the created caption matches the ground truth caption. The agent learns to generate 

captions that garner higher rewards by modifying its rules depending on user feedback. 

 

The RL models are also extremely dependent on the formulation of rewards. Earlier efforts of 

RL in text creation optimized only certain measures, necessitating re-training if the metrics were 

altered and making them non-generalizable.  

 

A hybrid visual-semantic embedding has been employed, which is metric-independent and 

works well across a variety of assessment measures without retraining. Furthermore, a decision-

making framework has been employed to enhance the produced captions, as opposed to typical 

approaches that adhere to the existing encoder-decoder structure [36]. 

III. TECHNICAL BACKGROUND  

A. Convolutional Neural Networks 

Convolutional Neural Networks (CNNs) [37] have proven to be remarkably effective across 

various computer vision applications. They work by applying convolutional operations to input 

images to extract meaningful features. A typical CNN consists of fully connected layers, pooling 

layers, and multiple convolutional layers. A group of filters or kernels, which can be adjusted 

through training, is embedded in every convolutional layer and applied to the input image to 

generate a set of feature maps. 
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The process of convolution entails shifting a kernel across the input image and computing the 

dot product between the kernel and the input at each location, resulting in a value that 

corresponds to a location on the feature map. For every convolutional layer, several kernels are 

utilized to capture distinct features of the input image and a non-linear activation function is 

employed to introduce non-linearity. Here is how the convolution operation is defined: 

 

 

 

Pooling is a crucial CNN technique used to lower the input's dimensionality and 

downsample the feature maps. Max pooling is a popular pooling procedure that chooses the 

maximum value inside a fixed-size window and discards the remainder. The formula for maximum 

pooling is: 

 

 

 

In CNNs, the size of the output feature maps can be regulated by using padding. It includes 

adding additional pixels or values around the borders of the input image to maintain spatial 

information and prevent information loss during convolution. There are typically two forms of 

padding: valid padding, which includes no padding, and same padding, which adds and adjusts 

the input image padding to ensure that the output feature map has specific spatial dimensions. 
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B. Recurrent Neural Networks 

The use of Recurrent Neural Networks (RNNs) [28] to generate image descriptions has grown 

widespread. In this strategy, the RNN model gradually analyzes the input image to produce a 

collection of words as output. This model is responsible for digesting each input element and 

remembering previous inputs to generate the output caption. 

 

Initially, an input image is processed through a pre-trained CNN to obtain a fixed-length vector 

representation. This vector is then passed through an embedding layer that transforms the 

continuous image characteristics into discrete embeddings. Subsequently, the resulting 

embeddings are used as input into the RNN model. 

 

The RNN model consists of many recurrent layers, each of which is responsible for processing 

a separate input element (an embedding corresponding to a word in this case). The output of 

each recurrent layer serves as input for the succeeding layer, enabling the model to recall 

previous inputs. The last recurrent layer's output is routed via a fully connected layer to generate 

the output caption. During training, the RNN model is optimized by decreasing the cross-entropy 

loss between the predicted and real caption. 

 

Inference is achieved by repeatedly feeding the model's output into the input until the end-of-

sentence token is created. The RNN model may be quantitatively expressed as follows: 

 

Forward Pass: 
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where  is the input,  is the hidden state,  is the output at the time step . The output and 

recurrent layers use the activation functions  and , respectively. The matrices , , and 

 are used to represent the weights, while the vectors used to represent the biases are  and 

.  

 

The backward pass of an RNN computes the gradients of the loss function with respect to 

the model parameters using the chain rule. Gradients can be determined using the following 

formulas: 

 

Backward Pass: 

 

 

 

 

 

 

where the derivatives are obtained using the chain rule, where the loss function is denoted as  

and the length of the series is represented by . Hence, RNN-based image captioning has been 

shown to be an effective way for generating image captions.  
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Gradient clipping is frequently employed to prevent gradients from getting too big during 

training, which can result in gradients bursting. This includes rescaling gradients that surpass a 

certain threshold. The gradient clipping formula is: 

 

 

 

where  is the gradient vector and  is the maximum allowed norm.  is the gradient 

vector and  is the maximum allowed norm [43]. 

C. Greedy Search  

Greedy search is a common decoding technique used in image captioning that constructs a 

sentence by picking the most probable word at each stage. 

 

Formally, let’s denote an input image by , and a sequence of  words representing the 

caption by  denote. The goal is to maximize the likelihood of the caption of the input image, 

i.e., .  

 

At each time step , the greedy search algorithm picks the most probable word  given the 

previous words and the image and feeds it as input to the next step. In mathematical terms, it 

may be expressed as: 

 

 

 

where  is the vocabulary of words. 
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Typically a transformer or an RNN is used in computing the probability . 

The visual characteristics and the embedding of the preceding word are given as input to the 

model, and it generates a probability distribution across the vocabulary. 

 

The greedy search method has several benefits, including simplicity and speed. Yet, it is 

susceptible to the issue of suboptimality, in which locally optimum judgments at each phase do 

not result in the globally optimal solution. This might lead to repeated or insufficient captions. 

Beam search and other complex decoding methods can be employed to overcome this issue. 

D. Beam Search 

Beam search [38] is an extension of the greedy search technique utilized in image captioning. 

This algorithm creates a sequence of words by keeping track of the top  most probable 

sequences at each step, where  is the beam width. 

 

Formally, let’s denote an input image by , and a sequence of  words representing the 

caption by  denote. Similar to the greedy search method, the goal is to maximize the likelihood 

of the caption of the input image, i.e., . The beam search algorithm maintains a 

collection of  partial sequences , where each sequence  is assigned a probability 

score . At each -th time step, the algorithm creates the next  potential extensions of each 

sequence in the set and retains the  sequences with the greatest probability scores. In 

mathematical terms, it may be expressed as: 
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where  is the lexicon of words,  is the sequence probability score, and  is the word 

embedding of . 

 

The beam search process finishes when the produced sequences reach a certain length 

or when the top  sequences cannot be improved further. The output sequence is the one with 

the highest probability score. 

 

The beam search method explores a bigger search space than the greedy search strategy, 

which can result in higher-quality captions. Due to the limited beam width, it may also experience 

the problem of becoming trapped in suboptimal solutions. Diverse beam search is one strategy 

that may be utilized to alleviate this issue. 

E. Principal Component Analysis 

A well-known technique for reducing dimensionality in data analysis is Principal Component 

Analysis (PCA) [39]. In the realm of image captioning, one can utilize PCA to decrease the image 

feature vector size generated by a CNN such as VGG-16. The resulting smaller feature vectors 

can then be inputted into a decoder powered by an RNN for generating captions for the images. 

 

PCA is founded on the principle of projecting high-dimensional data onto a lower-dimensional 

space while preserving as much of the data's original variance as feasible. The fundamental 

concept is to select a collection of new orthogonal axes, called principle components, that 

encapsulates the greatest amount of data variation. The first principal component is the axis that 

captures the most variance orthogonal to the first, and so on. The number of maintained primary 

components is dependent on the desired degree of dimensionality reduction. 
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Using the original data's covariance matrix's eigenvectors and eigenvalues, the major 

components are calculated. Let  be an  matrix consisting  samples of -dimensional 

feature vectors. To generate a centered matrix , the mean of the feature vectors is first removed 

from each sample: 

 

 

  

where  is the mean of the columns of . The covariance matrix  of  is then computed as: 

 

 

  

Next, the eigenvectors and eigenvalues of  are computed, and the eigenvectors are 

ranked based on their associated eigenvalues. The initial  eigenvectors are then chosen to create 

the new  matrix . The  original feature matrix  is projected onto the -

dimensional subspace covered by the columns of : 

 

 

 

The resultant matrix  comprises the lower-dimensional feature vectors that may be fed into the 

RNN decoder. 

 

PCA can reduce the computational cost of training an image captioning model and improve 

its generalization performance by lowering the danger of overfitting. Nonetheless, it is crucial to 

select the number of major components to keep with care, since preserving too few might result 

in the loss of valuable information, whilst retaining too many can result in overfitting [42]. 
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F. VGG16 

Andrew Zisserman and Karen Simonyan of the University of Oxford created VGG16 in 2014, 

which is a deep CNN architecture. It has become one of the most popular image classification 

models and has been modified for additional computer vision applications, including image 

captioning. 

 

The VGG16 architecture [40] consists of sixteen layers. To obtain the information from the 

input image, the thirteen convolutional layers are utilized, whilst the classification or regression 

tasks are handled by the three fully connected layers. Each of the first thirteen convolutional layers 

employs 3x3 pixel filters, while the last three fully linked layers include 4096 units each. With 

around 138 million parameters, the VGG16 architecture is one of the biggest deep CNN 

architectures. 

 

The VGG16 architecture is frequently deployed as a pre-trained model for feature extraction 

in image captioning. The visual characteristics extracted by the convolutional layers are then 

transferred to an RNN for caption synthesis. The RNN creates the caption word by word 

depending on the system's current state, which includes image attributes and previously created 

caption words. 

 

Several approaches, such as maximum likelihood estimation (MLE) or reinforcement learning, 

may be employed to fine-tune the VGG16 architecture for image captioning (RL). MLE entails 

optimizing the likelihood of producing the ground-truth caption given the image input. RL entails 

learning to develop captions that receive high rewards based on their resemblance to the ground 

truth caption. Typically, the fully connected layers of the VGG16 model are deleted or frozen 
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during fine-tuning, and the remaining layers are trained using the image-caption pairings in the 

dataset. 

 

In summary, VGG16 architecture is a proven architecture for image captioning that has been 

extensively adopted in the industry. It can be fine-tuned for image captioning using different 

techniques such as MLE or RL. After generating the features, an RNN is employed to create 

captions. Some advanced image captioning methods currently use VGG16. 

 

 

 

    Figure 1. VGG 16 architecture 

IV. EXPERIMENTAL DETAILS 

A. Dataset 

The dataset “Microsoft Common Objects in Context”, or “MS COCO” [13] is a frequently 

utilized benchmark for image captioning tasks. It consists of 330K photos with 2.5 million item 
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instances and 5 descriptions per image that have been carefully annotated by humans. The 

dataset is divided into training, validation, and testing subsets, each containing distinct sets of 

images. These images belong to a diverse range of categories such as people, animals, and cars, 

as well as indoor and outdoor scenes. 

 

  Figure 2. Examples of MS COCO Dataset contents 

Because of its numerous annotations and high-quality images, the MS COCO dataset is 

frequently utilized for image captioning applications. Generating written explanations for images 

is known as image captioning, and it is a challenging undertaking that necessitates the use of 

both computer vision and natural language processing (NLP) techniques. The MS COCO dataset 

is ideally suited for this purpose since it contains a huge quantity of labeled images that can be 

utilized to train image captioning models. This dataset has been used in multiple works related to 

image captioning. Typically, a CNN is trained to extract visual features from image data, which 
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are then processed by an RNN to generate captions. RNN is educated to anticipate the following 

term in the caption by utilizing picture features and past words.  

 

Nevertheless, an alternative approach is to employ pre-trained transformer-based vision 

model such as ViT, BEiT, DeiT, Swin as the encoder and any pre-trained language model such 

as RoBERTa, GPT2, BERT, DistilBERT as the decoder, which can create captions directly from 

image information. These models are trained on substantial volumes of textual data and can 

produce captions that are both grammatically accurate and semantically relevant. The MS COCO 

dataset is a great resource for image captioning tasks and to train and evaluate machine learning 

models as they provide a vast and diverse collection of labeled images that can be used. 

B. Preprocessing 

A subset of the MS COCO dataset, with the 2014 splits was used for the training and inference 

of the model. Instead of using raw images, 512-dimensional feature vectors were used, which 

were extracted from the fc7 layer of VGG-16. The original feature vectors were 4096-dimensional, 

but PCA was applied to reduce them to 512 dimensions. The word vectors used in the model 

were also 512-dimensional. 
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C. Problem Definition 

 

Figure 3. Proposed Framework where Value and Policy Network  

collaboratively produce better captions 

As a decision-making process, RL-based algorithms have been utilized to optimize the 

training of the encoder-decoder.   aims to generate an accurate and 

comprehensive caption that describes the content of an image . The agent is represented by a 

policy and value network ,   respectively, whereas the environment includes image  and the 

generated word ( ). At each time increment, the agent takes action by predicting the next 

word ( ). 

 

This formulation can be represented mathematically as: 

Agent: policy and value network ,   respectively. 

Action: predicting the following word  

Environment: predicted words , and input image  

Goal: Generate a sentence, to accurately portray the image I, denoted as  
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D. State and action space 

In reinforcement learning (RL), states and actions are auto-regressive components. A new 

state is observed by the agent after each action. When generating captions for an image, the 

current state at time step ( ) consists of both the words produced up to that point ( ) and 

the image ( ).  

 

At each time step, the agent takes action by selecting the most probable next word based on 

the policy network. However, unlike conventional RL problems with a limited action space, the 

action space in image captioning is the entire dictionary ( ) from which the words are drawn. 

 

                    

 

E. Policy Network and Value Network 

 

Figure 4. Policy Network that predicts next word (action) depending on the current state 

The proposal presented in this paper introduces  and , the two policy 

networks that are used for the purpose of determining the likelihood of an agent taking a certain 

action, , at a specific state . The network employs a combination of 

a CNN and an RNN, similar to the encoder-decoder model utilized for generating image captions.  
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The image  uses the  network to encode its visual information and passes it onto 

the starting input node  of the  network. The policy for taking actions in the  

network at each time step is determined as the hidden state  evolves over time. During 

each iteration,  receives the output word  as input , causing the state of  to 

change to  from . The following set of equations specifies the policy network : 

 

 

 

 

 

The linear embedding model's weights for visual data are referred to as , and the 

 input and outputs are represented by  and , respectively. The policy network aims to 

boost an agent's decision-making capabilities in a particular state by considering both visual 

information and past actions. 

 

Figure 5. Value Network calculates value function of  
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the current state (image+generated caption upto time step t) 

 

The value network is utilized to estimate the value function with reasonable accuracy, 

given the current state in the problem formulation. The value function, in turn, represents the 

cumulative net reward that can be achieved when starting from a particular state and following a 

prescribed policy by taking subsequent actions. 

In mathematical terms, it is expressed as: 

 

      

 

Where,  is used to approximately estimate the value function. This network evaluates the 

state , comprising the partially generated sentences  and the raw 

image . The value network includes three types of neural networks: , , and the 

multilayer perceptron ( ). The  encodes the semantic information of the sentence 

that has been generated partially, while the  is responsible for encoding the visual 

information of the image . From the state , to estimate its scalar reward, all the components of 

the value network are trained at the same time. 

F. Visual-Semantic Embedding Reward 

Having a well-defined and reasonable optimization objective is crucial in reinforcement 

learning, as it serves as the reward for the learning agent. In terms of the reward signal, the use 

of visual-semantic embedding similarity is proposed. Visual-semantic embedding has proven to 

be a successful method in computer vision applications such as image captioning, classification, 

and retrieval. The proposed embedding model comprises a linear mapping layer, an RNN, and a 

CNN. Each of these components is denoted by ,  and . The model creates 
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mappings among sentences and images in a common semantic embedded space, which enables 

it to gauge their likeness. 

 

  Figure 6. Joint Visual Semantic Embedding generation architecture [9] 

The final hidden state of an , denoted by , is used to represent the 

embedding feature of a given sentence . The image  feature vector is represented with , which 

is extracted using the  method. A mapping function, , is used to map the image features 

to the embedding space. The image-caption pairs utilized for image captioning are utilized in the 

training of the embedding model. The weights of  are fixed, while the weights of  

and  are learned using a bidirectional ranking loss, which is defined in the following manner: 

 

           

  

 

In this context, the margin hyperparameter  is subject to cross-validation. The pairs of 

image and sentence denoted as  represent the true matches, while  refers to a negative 

representation of the image associated with , and vice versa with . 
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In the above equation, at the time step , the hidden state of the RNN is demonstrated by 

 for , the generated sentence. The reward  is normalized by the product of the norms of 

the image and sentence embedding vectors. 

G. Training using deep reinforcement learning 

A two-step learning approach has been adopted [30] to train both the value network  and 

policy network . Initially, using the cross-entropy loss with supervised learning to train the policy 

network. The loss function, , is the negative logarithm of the likelihood of a sentence generated 

by the policy  given input image . 

 

Keeping mean square loss as low as possible, the value network is trained: 

 

 

 

The final reward associated with a produced sentence is represented by $$r$$, while 

$$s_i$$ indicates a state that is chosen at random during the sentence generation. Because each 

subsequent state in sentence generation is highly correlated to the previous one and differs by 

only a single word, the regression objective is applied to and shared over the entire process of 

image captioning. To avoid the problem of overfitting, a single state is randomly selected from 

each unique sentence. 
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Figure 7. Pseudo Code of A2C (Advantage Actor-Critic) Algorithm [8] 

 

The next step involves training the value and policy networks jointly. Deep RL is used in 

the training process. In this step, the agent's parameters are denoted by , aiming to 

maximize the total reward it can acquire by engaging with its environment. To achieve this 

objective,  is learned through training. 

 

 

 

where  for all  and . It is challenging to achieve precise optimization of 

the function  due to the need to estimate an expectation over complex interaction sequences in 

high dimensions. Moreover, these sequences may involve unknown environmental dynamics, 

further adding to the complexity. To overcome this challenge, the study adopts reinforcement 

learning techniques and approaches this issue like a partially observable Markov decision process 
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(POMDP). Previous studies have demonstrated that utilizing a policy gradient based on samples 

can be effective[32,33,34,35]. 

     

 

 

 

In this technique, a value network  is utilized as a baseline to enhance the stability of 

the policy gradient. To decrease the policy gradient's variance, it is necessary to subtract the 

value network evaluation from the gradient estimate. The term  is the approximation of 

the gain of the action taken in state . Here in actor-critic architecture,  performs the role of the 

actor while the role of the critic is taken by , . 

 

Due to the significant number of possible actions, which is roughly equivalent in size to 

the vocabulary (approximately ), training the reinforcement algorithm becomes quite difficult. 

To overcome this challenge, the approach utilized curriculum learning [41] and followed the 

method introduced in [36] so that the actor-critic model will be trained.  

 

To gradually increase the complexity of the training examples, the rest of the  words were 

used to train the actor-critic model while keeping the first  word constant. The value of 

 was increased from 1 to the maximum sentence length until the whole sentence was used for 

reinforcement learning. During this process, to train the model on fixed parts of sentences I’ve 

employed cross-entropy loss. 
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H. Hyperparameters 

Maximum caption length = 17 

Beam Length = 5 

Policy Network: Epochs = 100000; Optimizer =  Adam; Learning Rate = 0.0001 

Reward Network: Epochs = 50000; Optimizer =  Adam; Learning Rate = 0.001 

Value Network: Epochs = 50000; Optimizer =  Adam; Learning Rate = 0.0001 

Advantage Actor-Critic Network: Number of Curriculum Levels= 8; Epochs = 1000; Optimizer =  

Adam; Learning Rate = 0.0001 

I. Using policy network and value network for lookahead inference 

The policy and value networks are utilized in this architecture to improve the quality of the 

generated captions during inference. This involves utilizing the policy network's local guidance 

and the value network's global guidance in the lookahead inference process. 

Beam Search (BS) is a widely used decoding technique in which the top-B (B refers to the beam 

length) highest-scoring candidates are stored during each time step, and this process is repeated 

at each subsequent time step. Although a scoring function may be used to evaluate the quality of 

captions, it is not always accurate as it may not recognize some good captions where not all 

words have high probabilities. Sometimes, it is advantageous to choose actions with low 

probabilities to optimize the final reward. 

 

To address this problem, a lookahead inference is implemented, which merges the policy 

network, and value network to examine each and every possible choice in the set of options 

. Every action is performed by taking into account both the present policy and the reward 

assessment acquired from the lookahead. 
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V. METRICS AND RESULTS 

A. BLEU Score  

The BLEU score is frequently utilized in the evaluation of the quality of machine-generated 

translations, as it measures the similarity of n-gram words between a machine translation and 

reference translations created by humans. A higher score indicates better translation quality. The 

formula for computing the n-gram BLEU score involves the n-gram precision , the assigned 

weight , a brevity penalty (BP), and a maximum n-gram length N. 

BLEU formula: 

 

i. BLEU-1 (Unigram BLEU) 

BLEU-1, commonly referred to as Unigram BLEU is a version of BLEU that examines just the 

overlap of unigrams in the reference captions and the machine-generated captions. This is used 

to evaluate the effectiveness of translation algorithms that tend to create extremely brief or 

fragmented phrases. 

 

BLEU-1 formula: 
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where BP and  are the same as in the BLEU formula, and  is the weight assigned to the 

unigram precision. 

ii. BLEU-2 (Bigram BLEU) 

BLEU-2, commonly referred to as Bigram BLEU, is an additional form of BLEU that considers 

the overlap of bigrams in the reference captions and the machine-generated captions. This score 

is important for evaluating the performance of translation algorithms that create longer, more 

complicated phrases. 

 

BLEU-2 formula: 

 

 

 

where BP and  are the same as in the BLEU formula, the weight given to unigram precision is 

represented by , while the bigram precision is represented by , and  is the weight assigned 

to the bigram precision. 

B. METEOR 

“Metric for Evaluation of Translation with Explicit Ordering”, or “METEOR”, calculates a score 

using precision, recall, and alignment measures, along with a semantic similarity component. The 

formula for calculating the METEOR score is: 
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where ,  are tunable parameters, and similarity is the harmonic mean of unigram, bigram, and 

concept/entity matches. 

 

The calculation of precision and recall depends on the count of correctly matched 

unigrams and bigrams between the output produced by the machine and the reference 

translations. To align these, a modified version of the Hungarian method is used, which aims to 

find the best match between the words in the machine-generated output and the reference 

translations. 

 

Using WordNet and the WordNet-based overlap coefficient, the semantic similarity 

component is calculated. It assesses the degree to which ideas and entities in the machine-

generated output and reference translations coincide. 

 

Overall, METEOR provides a thorough evaluation of machine translation quality, taking into 

account variables such as fluency and adequacy as well as alignment and semantic similarity of 

the reference captions with the machine-generated output. 

C. ROUGE_L 

“Recall-Oriented Understudy for Gisting Evaluation”, or “ROUGE_L”, is frequently used as an 

evaluation metric in NLP for assessing the performance of text summarization. Its purpose is to 

calculate the longest common subsequence (LCS) of words between one or more reference 

summaries and a summary generated by a model.  

 

This calculation helps to determine how much overlap there is between the two summaries. 

ROUGE_L is designed to prioritize recall, which means that it places more value on ensuring that 
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the machine-generated summary covers the information present in the reference summary, rather 

than focusing solely on the precision or exactness of the generated summary. 

 

The ROUGE_L score is determined below: 

 

 

 

Here, "Reference" denotes the set of reference summaries, "Generated" refers to the 

summary generated by the machine, "LCS" represents the longest common subsequence of 

words shared amongst the reference summary "r" and generated summary "g", and "|r|" is the 

word count of the reference summary "r". 

 

The numerator in this formula indicates the overall length of the LCS across all reference 

summaries and the machine-generated summary, whereas the denominator is the total length of 

all reference summaries in words. A higher ROUGE L score indicates a greater degree of overlap 

between the machine-generated and reference summaries. 

D. CIDEr 

CIDEr is commonly used to assess the effectiveness of image captioning algorithms. It 

evaluates machine-generated captions by comparing them to a collection of reference captions 

annotated by humans. CIDEr employs a consensus-based technique that considers the diversity 

and complexity of the reference captions, giving it a more robust and discriminatory statistic than 

other image captioning metrics. 

 

The CIDEr score is calculated as follows: 
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The set of reference captions for the image  is denoted by  , and the dataset contains 

a certain amount of images, and this number is denoted by the symbol . In addition,  is the 

frequency of word w in the machine-generated caption, while  is the frequency of word w in 

the reference captions.  

 

The equation's numerator calculates the sum of the minimum occurrences of a word in 

both machine-generated and reference captions, while the denominator represents the mean 

length of the reference captions for image . 

 

In this formula, the CIDEr goes from 0 to 1, with a larger score showing a more favorable 

agreement between the machine-generated and reference captions. It has been demonstrated 

that the CIDEr metric exhibits a strong correlation with human evaluations of the quality of image 

captions and is widely used in research and industry for evaluating image captioning models. 

VI. RESULTS 

In conclusion, CNN-RNN based encoder-decoder architectures have exhibited significant 

success in image captioning tasks, although modeling long-term connections and generating 

diverse and coherent captions remain difficult. New developments such as reinforcement 

learning, and the utilization of attention mechanisms have tackled some of the difficulties and 

enhanced the effectiveness of basic image captioning models. 

 

Three methods were used to perform inference on the validation dataset. The first method 

used the standard greedy approach, the second used the commonly used beam search approach, 
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and the third used the RL agent-based lookahead inference approach that was explored in this 

work.  

 

It was observed that the RL-based approach outperformed the beam search method, 

which in turn outperformed the greedy inference method. 

 

 “Greedy” “Beam” “RL Agent” 

“BLEU – 1”  0.270771012 
 

0.2727798112116863 0.278154106689217 

“BLEU – 2” 0.12869147484950863 0.130068312 0.13207907633440683 

“BLEU - 3“ 0.06291573921435081 0.067936661 0.0704492797131235 

“BLEU - 4”  0.03165603792113884 0.037411395 0.03961546368562404 

       

    Table 1. BLEU Metrics Tabular Comparison 

 

 “Greedy” “Beam” “RL Agent” 

“METEOR” 0.10094801455050988 0.10741747931952489 0.1086774165301927 

“ROUGE_L” 0.25198083543261013 0.25966471919799977 0.2611785262449472 

“CIDEr” 0.3844851625484268 0.41232866942825297 0.4247729924235357 

 

   Table 2. Metrics Evaluated for Greedy, Beam and RL agent 

Greedy  

{“Bleu_1”: 0.27077101225511235, “Bleu_2”: 0.12869147484950863, “Bleu_3”: 

0.06291573921435081, “Bleu_4”: 0.03165603792113884, “METEOR”: 0.10094801455050988, 

“ROUGE_L”: 0.25198083543261013, “CIDEr”: 0.3844851625484268} 
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Beam  

{“Bleu_1”: 0.2727798112116863, “Bleu_2”: 0.13006831245570807, “Bleu_3”: 0.067936661964644, 

“Bleu_4”: 0.0374113957268933, “METEOR”: 0.10741747931952489, “ROUGE_L”: 

0.25966471919799977, “CIDEr”: 0.41232866942825297} 

 

Agent  

{“Bleu_1”: 0.278154106689217, “Bleu_2”: 0.13207907633440683, “Bleu_3”: 0.0704492797131235, 

“Bleu_4”: 0.03961546368562404, “METEOR”: 0.1086774165301927, “ROUGE_L”: 

0.2611785262449472, “CIDEr”: 0.4247729924235357} 

 

 

 

Figure 8. BLUE Metrics Comparison 
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  Figure 9. Other Metrics Comparison 

 

Comparative Analysis of Results through Examples 

GT : Ground Truth                                SLG : Supervised Learning Greedy Search (Baseline) 

SLBS : Supervised Learning Beam Search   RLL : Reinforcement Learning Lookahead inference (Improved Method) 

  

GT: <START> a slice of a dish pizza sitting on a white plate <END>           GT: <START> a person on skis riding through the snow <END> 

SLG: <START> there is a plate with some pizza and <UNK> in it <END>  SLG: <START> a person in the snow riding a red snowboard <UNK>  

<END> 

SLBS: <START> two slices of pizza sitting on top on a plate <END           SLBS: <START> a person skiing in the snow <END> 

RLL: <START> a slices of pizza sitting on top on a white plate <END>     RLL: <START> a man that is skiing in the snow <END> 
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GT: <START> a close up of a dog laying on a bed <END>            GT: <START> baseball players playing a game of baseball during 

a baseball  

game <END> 

SLG: <START> a cat that is laying down on a computer <END>                     SLG: <START> a baseball game showing a batter up to the ground  

<END> 

SLBS: <START> a grey and black dog laying on a bed <END>         SLBS: <START> a baseball player is trying to swing at a baseball  

game <END> 

RLL: <START> a dark brown dog laying on a bed <END>                             RLL: <START> a young baseball player is taking swing at a pitch  

<END> 

             

GT: <START> a person stands in the snow with a snowboard <END> GT: <START> view of overhead jet plane on landing approach  

<END> 

SLG: <START> a person stands in the <UNK> on a <UNK> day <END> SLG: <START> a plane is flying through the sky <END>                    

SLBS: <START> there is a man standing in the <UNK> alone <END>           SLBS: <START> a passenger airplane is flying high in the  

<END> 

RLL: <START> a couple of people standing in the snow <END>   RLL: <START> a passenger airplane is flying high in the blue sky  

<END> 
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VII. CONCLUSION AND FUTURE WORK 

The given bar graph [Figure 8] shows the comparison of BLEU scores of three different 

methods: Standard Supervised Learning based Greedy Search which is the baseline, 

Supervised Learning based Beam Search, and the improved Reinforcement Learning based 

Lookahead Inference Agent. The x-axis represents the different n-gram values (BLEU-1, BLEU-

2, BLEU-3, and BLEU-4), and the y-axis represents the BLEU scores.  

 

The results clearly illustrate that the RL Agent method outperforms the Greedy and Beam 

methods in all the n-gram values. Among the n-gram values, the highest score is obtained for 

BLEU-1 for all three methods, and the lowest score is obtained for BLEU-4. This is expected 

because as the n-gram value increases the matching becomes more stringent. 

 

The bar graph [Figure 9]  is a performance comparison of three distinct techniques used 

for generating captions in an image captioning task. The three evaluation metrics used in this 

graph are METEOR, ROUGE_L, and CIDEr. It is evident that the RL Agent method outperforms 

the Greedy and Beam methods across all three evaluation metrics. The Agent method 

consistently scores higher for all metrics, with the largest difference between the methods seen 

in the CIDEr metric. The Beam method performs better than the Greedy method for all metrics, 

with the largest difference seen in the METEOR metric. 

 

It should also be noted that we’ve obtained good results, despite the fact we’ve used a 

downsampled training dataset and have used dimensionality reduced embedding vectors of VGG-

16 embeddings so as to improve training efficiency due to limited computing power. The reduction 
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in METEOR and CIDEr metrics are much less in proportion to the reduction in training dataset 

size and epochs the model was trained for, when compared to a vanilla CNN - RNN based image 

caption generator [44], thus proving the effectiveness of the RL agent-based lookahead inference 

method over the vanilla encoder-decoder frameworks. This is of significant importance, 

particularly in low-resource situations where data and compute power are both constrained, using 

the RL-based approach will lead to way better performance than vanilla approaches that require 

more data to give similar results. 

 

There are still many ways to improve the proposed image captioning model. First and 

foremost scaling the model training to more training examples and epochs itself will lead to 

improved performance. Besides using better RL algorithms like A3C to improve the policy and 

value network training can also be tried. Moreover using better encoder-decoder architectures 

like full dimensional embeddings (instead of dimensionally reduced embeddings by PCA), and 

attention and transformer-based decoder architectures too can boost performance a lot. These 

avenues will be explored in future works. 
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