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ABSTRACT

Twitter Bot Detection using NLP and Graph Classification

by Warada Jayant Kulkarni

Social media platforms are one of the primary resources for information as it is easily accessible, low in cost, and provides a high rate of information spread. Online social media (OSM) have become the main source of news information around the world, but because of the distributed nature of the web, it has increased the risk of fake news spread. Fake news is misleading information that is published as real news. Therefore, identifying fake news and flagging them as such, as well as detecting sources that generate them is an ongoing task for researchers and OSM companies. Bots are artificial users and are useful for various tasks. Unfortunately, bots do often disseminate inaccurate news and low-quality information [1]. Discriminating bots from real users is a difficult task to perform just based on content.

The aim of this project is to explore and expand techniques for bot detection. A novel approach is proposed by combining text features of the news and the graph structure of the diffusion of the specific news on the OSM. In our methodology, we first perform feature extraction using Natural Language Processing techniques, like the pre-trained models, BERT [2] and spaCy [3] on the news. Next, we create diffusion graphs of the news posted by bots, and news posted by real users based on how it is propagated through the OSM. We model our problem as a graph classification one and apply graph convolutional network approaches to solve it. We use the Cresci-2017 [4] Twitter dataset for our experiments, which contains real and bot users and their tweets. We expand this dataset by performing dataset augmentation using web-scrapping to fetch additional tweets and user data to create the graphs. We analyze the graphs that we constructed based on news from bots and from real users’ graphs. An experimental
comparison between the existing techniques and the proposed methodology will be performed to better understand the scope for optimization and improvement.

**Keywords** - Natural language processing, graph classification, embedding techniques, Twitter
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CHAPTER 1

Introduction

1.1 Problem Definition

Fake news can be defined as a piece of misleading information circulated as news. It can cause harm and issues such as anxiety, and stress to individuals. It can also lead to the spread of conspiracy theories and the creation of culture wars. One of the 5G conspiracy theories suggested that 5G is the cause of Covid 19 and people in the UK started torching 5G towers. During the Elections of 2016, the term fake news was declared as Word of the Year in the Collins Dictionary in 2017 [14]. In March 2020, during the Covid-19 pandemic, as a result of fear and panic, people made bad choices that led to poisoning and a significant increase in deaths as compared to March 2019 [15].

People share news without verifying if it is true or false. It is mostly done unconsciously. As per the study performed on fake news [16], given a clear classification of real and fake news, it is observed that the same people share real news and not false ones. Software companies like Twitter and Facebook have a mechanism inbuilt on their social media platforms that flag any post or news if it is unverifiable [17].

This report is structured as - Section 1.2 describes the terminologies, Section 2 elaborates on the literature survey and related works, followed by Section 3, where the current methodology is described, Section 4 shows the experimentation and results, and finally, Section 5 presents the conclusion and future work.
1.2 Terminologies

1.2.1 Graph Classification

The problem of graph classification states that given a family of graphs and different categories, the goal is to classify the graphs in their respective categories [18]. For instance, we can identify whether a chemical compound is toxic or not toxic by its structure created using graphs where nodes are atoms and edges is the bond shared between atoms. Known samples for toxic and non-toxic compounds can be utilized for training.

Graph classification is used in several domains where graphs between different classes are distinguished using graph statistics or graph features. One of the possible ways is to use graph kernels. A kernel is a function that provides the inner product. Kernel methods [18] perform mapping of graphs in feature space, and the inner products of feature vectors are considered during machine learning. This approach has proven to be efficient in high dimensional spaces as well.

![Graph Classification Diagram](image)

Figure 1: Graph Classification [6]
1.2.2 Graph Isomorphism

The concept of graph comparison can be applied in multiple domains such as structural comparison between chemical compounds, social networks, semantic structures in NLP, etc.

Computing a mapping between the vertices of G to G′ such that G and G′ are similar, that mapping is an isomorphism, and G and G′ are isomorphic. For example, consider (u,v) to be an edge of G if (f(u),f(v)) is an edge in G′. This problem is referred to as Graph Isomorphism. There is no polynomial-time algorithm for graph isomorphism is known and also, it is not NP-complete. Within isomorphism, a concept called subgraph isomorphism is also used where a subset of nodes and edges are compared. This problem of subgraph isomorphism is known to be NP-complete.

Weisfeiler-Lehman (WL) Kernel is used for the purpose of graph isomorphism. It checks the similarity between two input graphs. A distinguishing property of the WL kernel is that it considers the attributes specific to nodes, referred to as node tags. Rosenfeld et. al [19] utilized the patterns in information propagation to identify misinformation on the social media platform Twitter. They utilized the WL graph kernel for their study on a dataset prepared by Vosoughi et al. [20] that has 126,000 cascades containing 4.5 million tweets. Through their experiments, they proved that the collective coexisting pattern of the population can reveal the truthfulness of the information.

1.2.3 NLP Pre-processing Techniques

The text from datasets is usually unstructured way and contains noise. Cleaning the text data and having it in a consistent format is very crucial to obtain efficient results. NLP defines some standard methods and techniques for data pre-processing
that can be used in a pipeline to streamline the entire process.

1. Segmentation

The task of dividing a document of text into continuous semantically meaningful segments is called segmentation. It performs dividing a text into corresponding sentences. It is used in text summarization, chatbots, in understanding the context, etc. This is also referred to as sentence tokenization. Example in Figure 2 demonstrates this step on a dummy text data.

Input text data considered are -

"After Thursday’s opening bell, the Dow Jones Industrial Average fell 1.9%, while the S&P 500 dropped 2.4%. The tech-heavy Nasdaq Composite sold off 3% in morning action. Among exchange-traded funds. The 10-year Treasury yield jumped to 3.78% Thursday morning. On Wednesday, the 10-year Treasury yield briefly topped 4% before reversing sharply lower to close at 3.7%. The 10-year Treasury yield is still tracking toward its ninth straight weekly advance, marking its longest rally since 2004."

![Figure 2: Segmentation](image)

2. Tokenization

Next to segmentation, tokenization performs dividing a sentence into words, known as tokens in NLP. Using these tokens as basic blocks, analysis, and
statistical measures can be performed.

While creating tokens, different boundaries can be specified. For example, space between two words or any other punctuation can be any used as a boundary. Using the same dummy text data mentioned above, the result after tokenization is shown in Figure 3.

3. Stop-words removal

In NLP, along with the actual context of the data, certain words that do not add any value to the features are called stop words. For example, *a, the, in, of.* After the removal of stop words, the dummy text data looks as shown below in Figure 4.
4. Stemming and Lemmatization

Stem is referred to as the root of a word in NLP. The process of stemming is converting the tokens to their root form. A hash table is maintained for words and their corresponding stem. With recent advancements in deep learning, stemming is also performed intuitively by neural networks. This concept of stemming is used by search engines like Google to fetch documents matching the user queries.

Going one more step ahead of stemming, lemmatization converts a token to its base form. A lemmatizer uses more rules of language and the information obtained from the context. For example, the word huge can be converted to great or the different usage of the token right can be understood by a lemmatizer. Similar to stemming, a hash table can be maintained for words and their base form. Results after stemming and lemmatization after the removal of stop words are as illustrated in Figure 5 and 6 respectively.

![Figure 5: Stemming](image)

### 1.2.4 NLP Feature Extraction

NLP deals with text as input data. The data, after pre-processing and cleaning is used for modeling purposes. Since computers understand numbers, this data is
Figure 6: Lemmatization

mapped to numerical representation using different feature extraction methods.

1. Word Embedding

In order to have a numerical representation of text, every word in a document can be treated as a class and can be assigned a value of 1 wherever the word is present in the document and all the other words as 0. This representation is called as One-Hot Encoding. The next matrix is created to store their numerical values. This technique might work for small data. With a large vocabulary, the complexity of this technique will increase to a great extent.

Word embedding is a method that performs efficiently on large data. It helps in finding other features of the data such as the similarity, distance, and analogies between two words in a document. This provides the numerical representation more meaning and can provide better results.

2. BERT [2]

BERT (Bidirectional Encoder Representations from Transformers) [2] is a pre-trained transformer-based NLP architecture. It helps in understanding the context of the sentence. It is trained on the Masked Language Model and next-sentence prediction tasks. The masked language model works to find the
randomly hidden words. The reason for the BERT model being a bidirectional model is that it considers both preceding and succeeding words for the prediction tasks. This provides it with a better understanding of the context of the textual data. It takes the embedding tokens of the pre-processed data as input and provides the embedding per token, also called a hidden state.

![Figure 7: BERT Embeddings](image)

Every word in the given input text gets its own token embedding. Before it is passed on to BERT, all words are transformed into numerical vectors. The output of the model represents the context of every word in a particular sentence. Sentence embeddings are vectors created for every sentence. Each sentence gets its own embedding, thus enabling the model to evaluate the relationships between sentences and also identify which words belong to which sentences.

Using position embeddings, the positions for every token in the input sequence are encoded. In order to achieve a unique vector for each token that accounts for the meaning and the location in the input, these position embeddings are combined with the token embeddings.

Using these three kinds of embeddings, BERT proves to be very effective for a variety of NLP problems as it describes the positioning and context of tokens. Examples of applications of BERT are sentiment analysis, text summarization,
text classification, language translation, etc.

3. spaCY [3]

spaCY [3] provides faster and more efficient NLP algorithms as compared to BERT. The pre-trained model - en_core_web_sm - is a statistical model. It is trained on a large English corpus and is the lightweight version. It focuses more on the NLP concepts such as POS tagging, NER, and dependency parsing and hence is a statistical model. Similar to BERT, it takes text as input and provides a high-dimensional feature embedding for further processing.

![Figure 8: spaCy Embeddings](image)

To extract embeddings, spaCy uses convolutional neural networks (CNN) on text data and returns the features as vectors. Using these word vectors obtained from CNN, words from input text are represented numerically to utilize them further in ML models. spaCy has the ability to handle words that are out of vocabulary. It uses character-level embedding to obtain a word vector for such vocabulary.

SpaCy embeddings have demonstrated outstanding performance in a range of NLP applications, including sentiment analysis, named entity recognition, and text categorization. They are a part of the free and open-source spaCy package and are frequently used by NLP researchers and programmers.
1.2.5 **Graph Convolutional Network**

Graph Convolutional Networks (GCN) are based on the idea of a Convolutional neural network (CNN). Like CNN aggregates the information from the neighboring pixels, GCN aggregates the features from the neighboring graph elements. The basic concept is to perform convolutional operations on the graph in which every node is treated as a vector.

The working of GCN aggregation is illustrated in Figure 9.

![Figure 9: Aggregation in GCN](image)

Depending on the type of graph, GCNs can be modified specific to the problem.

**1.2.5.1 Homogeneous GCN**

When a graph has the same types of nodes and edges, the structure of the graph is homogeneous. The feature set dimension for nodes and edges is also the same. For example, in Figure 10, the nodes are of one type and the edges
are also undirected and of the same type. This makes the graph homogeneous. For homogeneous graphs, while passing the graphs as an input, a simple Data Object can be passed that contains the edge matrix, feature vectors for nodes and edges, and the label.

Figure 10: Homogeneous graph structure [10]

1.2.5.2 Heterogeneous GCN

The structure of a heterogeneous graph can contain nodes of multiple types, having different feature sets, different types of edges, and edge weights. The input data object created for GCN to process this type of graph is called as HeteroData. An example of a heterogeneous graph is shown in Figure 11. Nodes are of type building or user. The relationship between every node is different.

Figure 11: Heterogeneous graph structure [10]
CHAPTER 2

Related Work

Researchers [21] have worked on identifying the truthfulness of an article on social media platforms such as Twitter, using fact-checking websites. This technique is lengthy and tiresome as every tweet will be cross-verified, which might provide erroneous results. Using network analysis on the spread of the news, fake news can be detected. Garcia-Gasulla et. al [22] performed sentiment distribution among people on Twitter to analyze the impact of Covid-19 on society’s health, social, economic behavior, and mobility. They used the BERT deep learning model [2] and STANZA tool [23]. As a result of their study, they found that there was an increase in people’s fear, sadness, anger, and anticipation.

The technique proposed by Phayung M. [24] analyzes the data using natural language processing techniques to extract the features which the machine learning models then use to classify a piece of information as real, fake, or suspicious. Classical machine learning models were used. Their experiments concluded that LSTM performed the best. However, this methodology utilizes only text, and our Twitter dataset contains the connectivity between tweets, followers, and retweets additionally, and thus should be leveraged.

Rosenfeld et. al [19] utilized the patterns in information propagation to identify misinformation on the social media platform Twitter. Their research proves that the collective coexisting pattern of the population can reveal the truthfulness of the information. They utilized graph kernels for their study. Mapping of graphs into feature vectors is involved in kernel methods [25, 26] and the inner products
of these vectors are considered during the machine learning. A kernel is a function that results from the inner products of the feature vectors. Weisfeiler-Lehman (WL) Kernel performs the test of graph isomorphism between two given graphs. Rosenfeld et al. [19] used the WL kernel for their study on a dataset prepared by Vosoughi et al. [20] that has 126,000 cascades containing 4.5 million tweets.

In [16], observations from [17] are used, but on the Covid-19 specific data. Multiple fake/real information graphs are developed using the Twitter dataset. This dataset is created by the authors which contain tweets particular to Covid-19. Inspired by the model design proposed by Vosoughi et al. [20], nodes of a graph are Twitter IDs and edges are the retweeted data. For classification, the WL kernel algorithm is trained on the constructed real and fake information graphs. During testing, graphs of fake news are created and their similarity with real and fake news graphs is computed. As suggested for the WL kernel, the similarity between the two graphs is computed using cosine vectors of their respective graph embeddings. Prediction accuracy is thus computed for news to be retweeted.

Machine learning is one of the earliest approaches to detecting fake news and modeling credibility over news datasets. Support vector machines (SVM), decision trees, Naive Bayes, random forests, and ensemble methods are supervised learning methods extensively studied in fake news detection [27, 28, 29, 30, 31, 32]. In addition to the variability in models, the approach requires a manual selection of features. Afroz et al. applied k-nearest neighbor (KNN), Naive Bayes, Decision Tree, Logistic Regression, and SVM on three textual corpora including blog posts [31]. With a focus on lexical, syntactic, and content-specific features, the study found the SVM classifier with sequential minimal optimization with the best prediction performance. Classifying with similar models, Castillo et al. performed the task on a set of messages
collected on Twitter with additional propagation-related features and top elements like most frequent URL, authors, and hashtags [32]. BotOrNot is another random forest-based system that utilizes not only users, friends, and network features but also temporal features to capture the credibility of tweets [30]. Though potentially resulting in high accuracy, supervised learning relies on the selection of features that can best predict credibility.

Deep learning approaches, nevertheless, manage to classify with model-generated representations on datasets. Ma et al. trained models with recurrent neural networks (RNN), long short-term memory (LSTM), and gated recurrent units (GRU) architecture models [33]. A recurrent neural network (RNN) is a common architecture for the deep learning approach by processing the input words and extracting features through hidden states. The authors also employed LSTM and GRU to capture the patterns and hidden states throughout the life cycle of associated events in the inputs. Combining RNN and LSTM, Ruchansky et al. proposed a hybrid model that captures fake news representations as well as user behaviors for the classification of fake news on Twitter and Weibo [34]. The approach is also robust against limited labeled data.

The selected dataset [4] has been used by multiple papers for performance analysis. [35] have proposed a clustering technique to distinguish genuine users from the bots. The authors employ various features extracted from Twitter user profiles, such as the number of followers, friends, tweets, and user description, as input to the clustering algorithm. [36] propose a technique that captures and represents users' online behaviors by considering sequences of activities and interactions, similar to how DNA represents genetic information. They used this representation, also called "Behavioral DNA", and used it to create profiles that reflect the behavior patterns of both legitimate users and spam bots. The paper [30] describes the methodology used in the development of
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.402</td>
<td>0.520</td>
<td>0.959</td>
<td>0.984</td>
</tr>
<tr>
<td><strong>F1 Score</strong></td>
<td>0.292</td>
<td>0.473</td>
<td>0.973</td>
<td>0.989</td>
</tr>
</tbody>
</table>

Table 1: Performance comparison for benchmark testing [5]

Botornot, which involves a combination of machine learning techniques and analysis of various account features and behaviors. The system utilizes a large dataset of Twitter accounts, with each account assigned a score indicating the likelihood of being a social bot. The paper [37] presents a data selection approach for scalable and generalizable social bot detection. By leveraging active learning techniques and prioritizing informative instances, the method reduces the reliance on labeled data while maintaining or improving detection performance. The research contributes to the field of social bot detection and offers insights into addressing the challenges of scalability and generalizability in bot detection methods. These methodologies were used by [5] for testing on the proposed dataset "TwiBot20" along with other benchmark datasets - cresci-2017 and PAN-19. Below are the observed results from [5].
CHAPTER 3

Methodology

A lot of real-world problems in social networks, biomedical, the world wide web, and networking can be defined in terms of graphs. Recent research work has been on restructuring neural networks to be used for graph datasets. Social networks involve users, their posts, media shared on the internet, and their connections. This research focuses on the user posts and the connections shared. Classical Machine Learning approach experimentation uses the tweets posted by one user and their word embeddings, and provides a prediction of whether the user is a bot or a real user. This project proposes a novel hybrid method that addresses the respective limitations of NLP and neural networks as individual tools for text classification. This hybrid method will involve word embeddings, which will then be passed on to the graph classifiers for classification purposes. The implementation is described below.

Figure 12: Graph Classification for Twitter Bot or User Classificaiton
3.1 Twitter Data

Twitter is an online social media platform for users to post media and share among their connections. It can be categorized into two kinds of entities - tweets, and users. A Twitter profile for a user has its own metadata such as the number of followers, friend list, number of likes, number of tweets, profile summary, number of comments, and so on. Similarly, a tweet has metadata that contains attributes like user ID, in reply to user ID, tweet text, media shared, retweet count, comments count, etc. There are users connected to multiple other users and the connection grows with every user. These connections and attributes can be realized as a giant graph and can be utilized to study the social network.

3.2 Phases in Implementation Plan

The implementation plan is described in Figure 13.

The explanation of each phase is as below -

- Phase 1 - The original dataset Cresci-2017 [4] contains two folders - genuine users and bot users. Create a dataset combining the separate datasets and label them as 0 for the bot and 1 for the real user.
- Phase 2 - The tweets posted by the user and the user description can contain a lot of information that is not useful for the model. For example, removing unnecessary URLs, and mentions in the tweets. Using the standard Python NLTK functionalities, perform pre-processing on the original text data. After pre-processing, use NLP pre-trained models BERT [2] and spaCy [3] for extracting word embeddings for the text.
- Phase 3 - Using the embeddings obtained in Phase 2, train and test the Machine Learning models - KNN, SVM, and Random forest for classical machine learning
Phase 1
Perform data labelling and group original dataset of users into bot and real users.

Phase 2
Perform pre-processing of tweets and extract word embeddings using NLP pretrained models.

Phase 3
Obtain baseline results using classical ML algorithms

Phase 4
Perform dataset augmentation and generate graphs using the graph construction algorithm

Phase 5
Perform comparison and analysis between different methods and define future scope.

Figure 13: Phases in Implementation

- Phase 4 - Using the base user and the corresponding tweets, augment the dataset with level 2 user nodes and tweet nodes using real-time Twitter web-scraping.
- Phase 5 - Design and utilize a homogeneous GCN model for graph classification purposes.
- Phase 6 - Using the classical machine learning approach results and GCN results, perform analysis and performance of the GCN method and define the future scope.
3.3 Dataset Augmentation

The original dataset considered for experimentation is Cresci-2017. This dataset consists of folder structure as shown in Figure 14. users.csv file contains the user details - user ID, user description, number of followers, number status, and number of friends. The tweet.csv file contains - the tweet ID, user ID of the user who posted the tweet, and user name of the user for which the tweet was posted \((in\_reply\_to\_userID)\), and the actual tweet text. Using the \(in\_reply\_to\_userID\) field as input to Python library snscreape, a list of tweets and their attributes including user details are obtained. Using snscreape, level 2 of user nodes and tweet nodes are added to the original graphs.

![Dataset folder structure](image)

Figure 14: Dataset folder structure

3.4 Creation of Graphs

Graph generation and dataset augmentation are done hand in hand. Firstly, nodes for the user, tweets and \(in\_reply\_to\_userID\) are created. This gives us the graph with level 1 of tweets. Using \(in\_reply\_to\_userID\), further tweets are augmented, and a node for every tweet is created and added to the graph. This provides the level 2 tweets. The graph construction is performed in a Breadth First Search manner as described in the algorithm below.

Using the Cresci-2017 [4] dataset, a level 1 graph as shown in Figure 15 can be
Algorithm 1 Construction of Graphs using dataset augmentation

Require: user.csv, tweet.csv
Ensure: List of graphs $G$

1: $user\_df \leftarrow$ user dataframe
2: $tweet\_df \leftarrow$ tweet dataframe
3: $graphs \leftarrow$ empty list
4: for every user in $user\_df$ do
5:   $G \leftarrow$ new graph()
6:   $G$.add_node(user)
7:   $tweet\_data \leftarrow$ Fetch the list of tweets and corresponding in_reply_to_user from tweet dataframe
8:   for every tweet in $tweet\_data$ do
9:     $G$.add_node(tweet)
10:    $G$.add_node(in_reply_to_user)
11:    $G$.add_edge(user, tweet)
12:    $G$.add_edge(tweet, in_reply_to_user)
13:  end for
14: $graphs$.add($G$)
15: end for
16: return $graphs$

obtained. This graph contains the primary user node in the center connected to the
tweets it has posted shown as yellow nodes. These yellow nodes (tweets) are connected
to the user for whom this tweet was posted. The third level in this tree is the users to
which the primary user has replied to.

Using the outer layer of nodes, level 2 of tweets is extracted using the web-
scraping library - snscape - provided by Python. The final generated graph with
level 2 tweets looks as shown in Figure 16. The height of the final tree structure
generated is 4. Method for graph construction using dataset augmentation is described
in Algorithm 1.
Figure 15: Graph construction - Level 1

Figure 16: Graph Construction - Level 2
3.5 Classical Machine Learning Approach Architecture

The feature embeddings obtained using BERT and spaCy pre-trained models are grouped for every user. For example, BERT feature embedding for all tweets posted by user 1 will be combined as one feature vector. Similarly, one vector will be obtained for all tweets posted by user 1 for spaCy embeddings. These grouped features for every user will be used to train and test classical machine learning algorithms such as K-Nearest Neighbours, Support Vector Machines, and Random Forest. Figure 17 shows the architecture for classical machine learning models and Algorithm 2 describes the algorithm.

Figure 17: Architecture Diagram for Classical Machine Learning Approach
Algorithm 2 Classification using Classical Machine Approach

Require: user.csv, tweet.csv
Ensure: Accuracy and F1 score for 3 ML algorithms

1: for every review in tweets.csv do
  2: Extract BERT feature
  3: Extract spaCy feature
4: end for

5: for every user in tweets.csv do
  6: Group all tweets
  7: Aggregate all BERT features
  8: Aggregate all spaCy features
  9: Add user, bert_feature, spacy_feature, label in features.csv file
11: end for

12: While features.csv is open:
13: Split the dataset into train and test records in 80:20 ratio
14: Define KNN model with k=5:
15: Train with train dataset
16: Test with test dataset and capture accuracy and F1 score
17: Define Random Forest model with max_depth = 5:
18: Train with train dataset
19: Test with test dataset and capture accuracy and F1 score
20: Define SVM model with linear kernel:
21: Train with train dataset
22: Test with test dataset and capture accuracy and F1 score
23: Return: accuracies, F1 scores

3.5.1 K-Nearest Neighbours

This algorithm classifies the given object on the basis of its frequency in the given k samples during training. For example, in the below Figure 18, since red is in majority in 3 closest objects for the green object, it will be classified red when k is 3.
If $k$ is 5, then it will be classified as blue as blue is in majority.

Figure 18: K-Nearest Neighbours [11]
3.5.2 Support Vector Machine

Support Vector Machine (SVM) is a supervised model that works very well on linear as well as non-linear classification problems. It uses kernels specific to the problem type and divides the input data into classes using a hyperplane. Figure 19 shows an illustration of SVM.

![Support Vector Machine](image)

Figure 19: Support Vector Machine [12]

3.5.3 Random Forest Classifier

A random forest is a collection of several decision trees. Classification is done using the majority of the votes by the decision trees. The performance of the model enhances by bagging many decision trees together. Figure 20 shows an illustration of the Random Forest Classifier.
3.6 GCN Model Architecture

In order to understand whether a Twitter user is real or a bot, we need to understand the context of the tweet and the user connections. The GCN approach overcomes the limitations of NLP and graph classification as individual tools. The preprocessed tweets and user descriptions obtained from the dataset and by performing web scraping, are used to get the word embeddings from BERT and spaCy. Using these word embeddings and graph structure as input, the GCN is trained and tested in order to classify whether a graph belonging to a user is a real user graph or a bot graph.

The graph has two types of nodes - user node and tweet node. Since the classification is done using only text data, for user nodes, the user description is considered. The standard spaCy vector size is [96x1]. Hence, the feature vector size
for the user node as well as the tweet node is $[96\times 1]$. Since the vector sizes are the same, homogeneous GCN can be used for classification purposes. Figure 21 illustrates the working of the GCN approach.

Figure 21: Architecture Diagram for GCN methodology
CHAPTER 4
Experimental Evaluation

The evaluation of all the methods and models is done on the basis of their accuracies and F1 scores. Definitions for accuracy and F1 are -

- **Accuracy** - Accuracy is used to measure the performance of a model. It depicts the percentage of the correct predictions made by the model. It is the number of correct predictions over total predictions.

\[
Accuracy = \frac{\text{number of correct predictions}}{\text{total number of predictions}} (1)
\]

- **F1 Score** - F1 score is another measure indicating the performance of a model. It presents the harmonic mean given precision and recall. Precision is the number of true positives among all positive predictions. The recall is the true positive predictions made by the model among all actual positive dataset instances.

\[
F1\text{score} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} (2)
\]

4.1 Dataset Description

The Cresci-2017 dataset [4], which is openly accessible, includes a sizable number of Twitter accounts, as well as the tweets and information that go with them.

The metadata for users contain - *id, name screen_name, statuses_count, followers_count, friends_count, favourites_count, time_zone, location, description, created_at, timestamp*.
The metadata for tweets contain - `id`, `text`, `source`, `user_id`, `truncated`, `in_reply_to_status_id`, `in_reply_to_user_id`, `in_reply_to_screen_name`, `retweeted_status_id`, `geo`, `place`, `contributors`, `retweet_count`, `reply_count`, `favorite_count`, `favorited`, `retweeted`, `possibly_sensitive`, `num_hashtags`, `num_urls`, `num_mentions`, `created_at`, `timestamp`, `crawled_at`, `updated`.

The dataset is intended for use in studies on bot detection, social media manipulation, and fake news. The phony accounts are grouped into four groups: social spambots, social bots, social malware, and fake followers. It contains both real and fake accounts. The collection contains tweets over the course of more than four years, from 2013 to 2017.

Examples of tweets posted by genuine users -

- @bookmeister @studiomondeo nope. Thanks for giving it a shot
- The last video game I was good at: http://t.co/tla2MOGccF
- Picked up another spectacular middle-aged accomplishment: slept through the night last night! #newsuperpower #fb

Examples of tweets posted by spam bot users -

- I posted a new photo to Facebook http://t.co/q4I4ssFXMr
- http://t.co/1RabKjTA68
- http://t.co/FhFgGSDuH7

4.2 Innovative and challenging Aspects

The GCN approach is a novel hybrid method for classifying whether a Twitter user is a bot or a real user based on the profile summary and the tweet text posted by that user. The cresci-2017 \cite{4} dataset contained the folder structure as shown in
Figure 14. The CSV files were pre-processed and merged with the appropriate labels (bot and real user) for further processing. To increase the depth of the graph generated for one user, dataset augmentation is performed to fetch the user and tweet details in real-time for graph construction. Feature vectors for the graph nodes are generated using BERT [2] and spaCy [3] embeddings. Lastly, a GCN is created and trained on the graphs for classification purposes. This way, the GCN approach combines both, NLP techniques and graph classification.

4.3 Graph Properties

To study the graph properties for the graphs generated for bot users and real users, their densities were studied. Density measures the connections that exist between the nodes in comparison to the number of connections that could be possible between nodes. We measure the average, maximum, and minimum densities for bot users and real users. Table 2 describes the results obtained for densities of the graphs for bot and real users.

<table>
<thead>
<tr>
<th></th>
<th>Bot user</th>
<th>Genuine User</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average graph density</td>
<td>0.0313</td>
<td>0.0326</td>
</tr>
<tr>
<td>Maximum density</td>
<td>0.0124</td>
<td>0.01415</td>
</tr>
<tr>
<td>Minimum density</td>
<td>0.1090</td>
<td>0.1090</td>
</tr>
</tbody>
</table>

Table 2: Statistics for graph densities observed

4.4 Classical Machine Learning Approach

There are multiple tweets per user. In order to create a single feature vector for every user, all the tweets are combined and grouped by the user ID. This condensed the dataset of 57054 rows into 804 rows where we have a user ID, feature vector, and label as columns.
The dataset considered for this experimentation is described in Table 3.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Users</td>
<td>804</td>
</tr>
<tr>
<td>Number of Tweets</td>
<td>57054</td>
</tr>
<tr>
<td>Bot Users</td>
<td>437</td>
</tr>
<tr>
<td>Real Users</td>
<td>367</td>
</tr>
</tbody>
</table>

Table 3: Dataset description for classical machine learning approach

Since the feature vector obtained using BERT and spaCy are highly dimensional, the classical machine learning algorithms cannot process these vectors. To reduce the dimensionality of the features, Principal Component Analysis (PCA) was performed with n equals 10. Now the features are ready to be used by Machine Learning algorithms. Both, BERT and spaCy feature vectors were used separately for classification purposes. Results obtained using spaCy features and BERT features are mentioned separately in Table 4 and Table 5 separately. Figure 22 depicts the accuracies and Figure 23 depicts the F1 scores for the same results.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.888</td>
<td>0.887</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.882</td>
<td>0.881</td>
</tr>
<tr>
<td>SVM</td>
<td>0.900</td>
<td>0.900</td>
</tr>
</tbody>
</table>

Table 4: spaCy results for classical machine learning approach

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.894</td>
<td>0.892</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.863</td>
<td>0.861</td>
</tr>
<tr>
<td>SVM</td>
<td>0.900</td>
<td>0.899</td>
</tr>
</tbody>
</table>

Table 5: BERT results for classical machine learning approach
4.5 GCN Approach Results

For this methodology, the original dataset was augmented with the tweet nodes obtained using web scraping. The data augmentation was done in real time and at the same time, feature vectors were generated. Since storing and processing the data was heavy, the run-time solution was used.

The hyperparameters used to create a homogeneous GCN model are described in 6.

For every user, one graph was created. The entire dataset is shuffled and
<table>
<thead>
<tr>
<th>Number of layers</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregation for GCN</td>
<td>tanh</td>
</tr>
<tr>
<td>Activation Function</td>
<td>log_softmax</td>
</tr>
<tr>
<td>Number of epochs</td>
<td>10</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.01</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
</tbody>
</table>

Table 6: Hyper-parameters for GCN

Partitioned into train and test datasets in an 80:20 ratio. The GCN model was trained for every graph and loss per epoch was captured. Loss is used as a criterion for backward propagation. For every graph, the loss per epoch was observed to reduce. Sample graphs for loss are shown in Figure 24. The training and testing classification results for the GCN approach are described in Table 7.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.898</td>
<td>0.721</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.915</td>
<td>0.758</td>
</tr>
</tbody>
</table>

Table 7: Results using GCN

As a part of hyper-parameter tuning, the activation functions were tested. They were - relu and tanh. Relu maps the negative values to 0 and positive values to positive values, and tanh maps the values between -1 to 1 thus allowing negative values. Since the embeddings obtained from spaCy and BERT had negative values, it is important that those negative values are preserved. The embeddings for every word represent how that word is situated in a particular sentence. If the embedding is negative, it can mean that the word is not representing the same meaning as the sentence. Having negative values will provide better values and the same was observed by changing the activation function from relu to tanh. Accuracy results are shown in Table 8.
<table>
<thead>
<tr>
<th></th>
<th>relu</th>
<th>tanh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.645</td>
<td>0.762</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.656</td>
<td>0.798</td>
</tr>
</tbody>
</table>

Table 8: Hyper-parameter tuning of activation function

Figure 24: Loss observed per epoch
Figure 25: Loss observed per epoch
CHAPTER 5

Conclusion and Future Work

This research work has successfully proposed and proved the working of a hybrid model of NLP and graph classification to classify a Twitter user as a bot or a real user. This methodology uses tweets and the first level of connections for the user. The GCN methodology comes with some assumptions. The level 1 tweet should be posted by the user as a response to a particular user. This provides the ability to create a response network between users connected through the tweets. Since this methodology utilizes only text data as input - tweets and user description - it is recommended that the user should have a description or a profile summary as the feature embedding for an empty description will be an empty tensor array, which might not be very helpful for the model in training.

The research in graph-based real-world problems and the databases corresponding to that has started to evolve recently, making machine learning and deep learning more generalized to accommodate graph-based experimentation as well. The classical machine learning approach results are better than the results obtained using the GCN hybrid approach. The primary reason for this is having less data for training and testing the model. Recently, [38] developed a huge graph-based Twitter dataset. As the next steps, using the TwiBot dataset, and extra processing power, the proposed hybrid model can be trained and tested.

The GCN approach utilizes the features obtained only from the text data. There are other properties of the user node such as - number of friends, number of followers, and number of tweets - that can be leveraged. For tweets, the number of retweets and
number of replies can also be leveraged. However, having these features in addition to the embedding vector will lead to a change in the feature set dimension. [39] recently proposed an approach for graphs with multiple node types and edge types having different feature sets and edge weights. The graphs generated are heterogeneous in nature and to classify such graphs, heterogeneous GCN can be used. The GCN methodology can also be used to perform the analysis of fake news spread. Propagation graphs can be created for every tweet. These graphs will depict how the tweet is being spread across Twitter users. Similar features for user and tweet nodes can be considered for classification purposes.

The GCN approach can be extended to other social network sites such as TikTok, Facebook, and LinkedIn. This will provide a better understanding of how fake news is propagated and the source of it. It will also help to understand which social media platform is used by a society or an individual the most for influence maximization.
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