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ABSTRACT:
This paper presents a semi-analytical method of suppressing acoustic scattering using reinforcement learning (RL) algorithms. We give a RL agent control over design parameters of a planar configuration of cylindrical scatterers in water. These design parameters control the position and radius of the scatterers. As these cylinders encounter an incident acoustic wave, the scattering pattern is described by a function called total scattering cross section (TSCS). Through evaluating the gradients of TSCS and other information about the state of the configuration, the RL agent perturbatively adjusts design parameters, considering multiple scattering between the scatterers. As each adjustment is made, the RL agent receives a reward negatively proportional to the root mean square of the TSCS across a range of wavenumbers. Through maximizing its reward per episode, the agent discovers designs with low scattering. Specifically, the double deep Q-learning network and the deep deterministic policy gradient algorithms are employed in our models. Designs discovered by the RL algorithms performed well when compared to a state-of-the-art optimization algorithm using fmincon. © 2021 Acoustical Society of America. https://doi.org/10.1121/10.0005545

I. INTRODUCTION

Acoustic metamaterials are sub-wavelength sized structures that, when formed into a continuous material, can exhibit unusual mechanical properties, such as negative effective mass density, negative refraction, high transmission, or absorption. These unique properties of acoustic metamaterials enable control over wave propagation energy within a medium. Many exciting applications have emerged, such as cloaking, sound focusing, wave steering, and beam forming. However, to achieve unconventional material property values required for acoustic wave manipulation, meticulously designed metamaterials are necessary. A novel approach in designing metamaterials can be found within the field of machine learning (ML). Review papers on ML for molecular design, inverse designs of inorganic solid materials, inverse designs of nanophotonics, and generative modeling assisted inverse design models can, by far, exceed human capability.

RL is a sub-field of ML that studies how agents take actions based on trial and error. RL agents are capable of learning optimal policies in an environment that maximize a reward. In previous works, these agents have mastered complex games, such as chess or go, with the only information supplied being the rules of the game. We can use these agents and repurpose them to optimize design parameters of a device. By giving a reward signal to the agent that reflects how well the design satisfies our criteria, it will produce optimal designs.

Badloe et al. used this technique to successfully optimize the design parameters of a photonic absorption device. Our motivation is to eventually create an acoustic cloaking device. Once built, this device will render objects invisible to incoming waves in the bandwidth for which it is optimized. The design parameters for our cloaking device are the positioning of multiple cylindrical scatterers on a two-dimensional (2D) grid (position adjustment) or the radius of each cylindrical scatterer on a 2D grid (radius adjustment). Our aim is to compare the performance of two different RL algorithms for each of these parameters. One algorithm chooses from a set of finite discrete actions; the other chooses from continuous actions. We compare the optimal designs that the algorithms produced for the positional and radius design parameters.

A. Related work

In recent years, we have been experiencing the rebirth of ML. While the most mature works are in computer science, we observe the application of innovative data-driven ML models in genomics, natural sciences, physical sciences, engineering, and art. The potential that DL and RL offer for the discovery of new devices and functionalities is drawing attention from a growing community of researchers.

1. ML in acoustics

In acoustics, neural networks (NNs) were employed in the late 1990s and are currently experiencing a revival. Jenison used spherical basis function NNs for approximating the acoustic scattering of a rigid scatterer. Hesham and El-Gamal solved an integral equation of acoustic
scattering using wavelet basis and NNs. Bianco et al.\textsuperscript{21} provided a review of recent applications of ML in acoustics, including the applications of support vector machine (SVM), K-means techniques, dictionary learning, autoencoders, and DL. They specifically discussed recent ML applications in bioacoustics, source localization in ocean acoustics, speaker localization and tracking, signal processing, speech modeling, source separation and enhancement, etc. Cueto and Hadithi\textsuperscript{22} designed acoustic metamaterials by means of NNs for the correction of skull-induced aberrations on the ultrasonic beam for neurological applications. Meng et al.\textsuperscript{23} explored the inverse acoustic scattering problem that reconstructs the obstacle shape with far-field information using NNs. Fan et al.\textsuperscript{24} studied acoustic scattering by 2D geometries, including circular and elliptical cylinders, and convex prisms as an image-to-image regression problem using convolutional neural networks (CNNs). Fan et al.\textsuperscript{25} also studied an inverse acoustic scattering problem using CNNs, which predict the object, given the total acoustic field. Liu et al.\textsuperscript{26} proposed indoor sound source localization algorithm assisted by CNNs for a small-sized microphone array. Komen et al.\textsuperscript{27} showed that CNNs trained on synthetic spectrograms have the potential to make predictions on the seabed type and source parameters. Morgan et al.\textsuperscript{28} employed convolutional long short-term memory networks to solve speech emotion recognition tasks.

2. DL approaches to inverse design of metamaterials

Various data-driven inverse designs of spinodoid, mechanical, optical, and acoustic metamaterials were recently proposed. Kumar et al.\textsuperscript{29} proposed a data-driven inverse design of spinodoid metamaterials. Gao and Zhu\textsuperscript{30} proposed an inverse design method for acoustic metamaterials. Finol et al.\textsuperscript{31} showed that CNNs can massively outperform traditional fully connected NNs in solving eigenvalue problems for one-dimensional (1D) and 2D phononic crystals. Pornaras et al.\textsuperscript{32} presented a method to simulate acoustic multiple scattering by a configuration of cylinders using NNs, where NNs were trained to approximate the total scattering cross section (TSCS) and to solve inverse problems. Wu et al.\textsuperscript{33} optimized bandgaps of mechanical metamaterials using NNs and genetic algorithms. Gurbuz et al.\textsuperscript{34} designed acoustic metamaterials for broadband sound insulation using conditional generative adversarial networks (GANs) combined with finite element simulations performed in COMSOL. DL has been used in the inverse design of photonic devices,\textsuperscript{35-37} waveguides,\textsuperscript{38} and metasurfaces,\textsuperscript{39-41} and in obstacle shape reconstructions,\textsuperscript{42} mass transport cloaking,\textsuperscript{43} and molecular simulations\textsuperscript{44} with superior performance. Deep generative models have been applied in inverse design of molecular components,\textsuperscript{45-47} metasurfaces,\textsuperscript{48} optical cloak,\textsuperscript{49} filters,\textsuperscript{50} power splitters,\textsuperscript{51} and material microstructure.\textsuperscript{52} These generative models have the undesirable property of only being able generate parameters within the limits of the training data. RL is successful in finding the extreme limits of a specific design\textsuperscript{53} as discussed next.

3. RL in inverse design

RL has been applied in many disciplines, including robotics,\textsuperscript{54} transportation and traffic control,\textsuperscript{55} multi-agent systems,\textsuperscript{56} quantum physics,\textsuperscript{57} and genetic algorithms.\textsuperscript{58} Guimarães et al.\textsuperscript{59} developed a method (ORGAN) that combines GANs and RL to bias the generation toward desirable metrics. Putin et al.\textsuperscript{60} introduced NNs for the design of novel small-molecule organic structures based on RL and the GAN paradigm. Sajedian et al.\textsuperscript{61} studied the colour generation by dielectric nanostructures and optimized the colour generation finding geometrical properties predicted by RL, i.e., Q-learning algorithm. Sajedian et al.\textsuperscript{62} obtained the optimal geometrical design parameters and material type for metasurface holograms using a double deep Q-learning network (DDQN). Badloe et al.\textsuperscript{63} used a DDQN algorithm to optimize the parameters of ultra-broadband, moth-eye structure absorbers for several different metallic materials. By exploring and exploiting important regions of the parameter space, their model quickly optimizes the absorption of the structure and chooses the appropriate materials for the substrate and spacer layers to find the highest average absorption over the specified wavelength range. In their design,\textsuperscript{13} the authors considered a simpler model. Their system contains fewer parameters, and the absorption coefficients are optimized when the device location is fixed.

B. Proposed model

Our model is more complex as the parameter space is of a higher order. In addition, our model entails a constrained non-convex optimization problem such that the cylinders are free to move within a defined planar region while maintaining a spacing of equal or greater value than the allowable minimal distance. The source codes are for our deep RL models are available on GitHub depository at https://github.com/gladisor/Reinforcement-Learning-Applied-To-Metamaterial-Design.

We discuss the following in the remaining sections: Sec. II A introduces RL methods. Section II B gives an overview of the environment that we have used for RL and provides the definition of the multiple scattering problem. Section II C presents the mechanisms of optimal control. Section II D outlines our proposed gradient assisted approach for inverse design. Section II E addresses our DDQN approach for discrete actions. Section II F discusses our deep deterministic policy gradient (DDPG) approach for continuous actions. In Sec. III, we present the application of the closed form for the gradient of TSCS to acoustic cloak design. Single and broadband scattering suppression effects are illustrated using multiple reconfigurable cylinders as the cloaking mechanism by adjusting positions or radii of each scatterer. Section IV concludes our study and discusses related future work.
II. METHODS AND PROBLEM FORMULATION

A. RL

The main idea of RL is to create a self-improving algorithm that learns an optimal policy in an environment through its own experience or offline data. The entity that selects actions and learns is called an agent. The environment comprises everything outside the agent. As the agent interacts with the environment, it generates data from which it can learn to improve its value function or policy. There is a cycle between policy evaluation and improvement that continues until an optimal policy is discovered. There are two branches of RL algorithms: Q-learning and policy gradients. These two methods differ in the way they represent Q in that state. Most RL algorithms have a value function or the state that the agent is in or the value of the action taken at a step

\[ G_t = R_{t+1} + R_{t+2} + \cdots + R_T, \]

where \( T \) is the time of termination. In the definition above, the agent values rewards received long after the current time step \( t \) just as much as rewards very close to it. By introducing a discount factor parameter \( \gamma, 0 \leq \gamma \leq 1 \), we can control how much the agent will value future rewards

\[ G_t = R_{t+1} + \gamma R_{t+2} + \gamma^2 R_{t+3} + \cdots \]

\[ = \sum_{k=t+1}^{T} \gamma^{k-t-1} R_k. \]

The discounted sum of rewards \( G_t \) defines the value of the state that the agent is in or the value of the action taken in that state. Most RL algorithms have a value function or action value function \( Q_\pi \) that is trained to estimate \( G_t \).

Below is the Bellman optimality equation for \( Q_\pi \)

\[ Q_\pi(s,a) = E\left[R_{t+1} + \gamma \max_a Q_\pi(s_{t+1}, a)|S_t = s, A_t = a\right]. \]

where the expectation is under the distribution of states visited with the current policy. Thus, the \( Q_\pi \) estimates the value function of the optimal policy when repeatedly applied as an update.

B. Acoustic multiple scattering

We consider multiple scattering in the context of the acoustic time harmonic wave equation in two dimensions following Amirkulova and Norris and also Appendix A. The governing equation for the acoustic pressure \( p(x), x \in \mathbb{R}^2 \), is the Helmholtz equation

\[ \nabla^2 p + k^2 p = 0, \]

where \( k = \omega/c \) is the wavenumber, \( c \) is the acoustic speed, and \( \omega \) is the frequency. The total field \( p(x) \) is defined as the sum of incident \( p_{inc} \) and scattered \( p_{sc} \) pressure fields

\[ p = p_{inc} + p_{sc}. \]

Let \( \sigma \) denote the TSCS. The TSCS is directly related by the optical theorem to the scattering amplitude in the forward direction, i.e., the direction of propagation of the incident plane wave, here assumed to be \( e_1 \) or the \( x \) direction. Thus

\[ \sigma = -2 \text{Re} f(0), \]

where the far-field amplitude form function \( f(\theta) = f(\theta, r_1, \ldots, r_M), \theta = \arg(x) \) is defined by the scattered pressure \( p_{sc} \) in the far-field given by Eq. (A16), where \( r_1, \ldots, r_M \) denote the positions of each scatterer depicted in Fig. 16. We chose these scatterers to be circular rigid cylinders for the simplicity of implementation of model and cylindrical thin elastic shells as our eventual goal is to design an acoustic cloaking device made of isotropic materials available in nature. Choosing symmetric shape scatterers allows the computation of TSCS and its gradients with respect to the scatterer positions in a closed form. Providing analytical formulas of gradients to the model enhances the performance of both gradient-based optimization and deep RL algorithms as will be shown in this work.

The TSCS can then be expressed

\[ \sigma(r_{jm}, ka) = -\frac{4}{k} \text{Re} a^\dagger b, \]

where \( a^\dagger \) is the Hermitian transpose, the vectors \( a \) and \( b \) are defined by Eq. (A14), and \( r_{jm} = r_j - r_m \) is a position vector of multipole \( O_m \) with respect to multipole \( O_j \) depicted in Fig. 16. The incident field \( p_{inc} \) is a plane wave that interacts with a given configuration of \( M \) separate scatterers. The plane wave is propagating from left to right and directed in \( e_1 = (1, 0) \) direction. For simplicity, we take these to be...
circularly cylindrical scatterers that may be either rigid cylinders or thin elastic shells. Our objective is to reduce the scattering by rearranging the scatterers. As a measure of the scattering, we use TSCS. We define the root mean square (RMS) of a set of TSCSs over some range of normalized wavenumbers $k_i a$ ($i = 1, 2, ..., N_k$)

$$\sigma_{\text{RMS}}(r_{jm}) = \left[ \frac{1}{N_k} \sum_{i=1}^{N_k} (\sigma(k_i a_j, r_{jm}))^2 \right]^{1/2},$$

(9)

where $a_j$ is the radius of each cylindrical scatterer. Specifically, we consider a range of normalized wavenumbers $k_i a \in [0.35, 0.45]$, where $i = 1, ..., 11$. The RL algorithms were able to reduce scattering outside this range at higher wavenumbers. However, the time needed to train them increased to unfeasible levels. The critical quantity that we use in the process is the reward function, which will be defined next in terms of RMS of TSCS, i.e., $\sigma_{\text{RMS}}$.

### C. Optimal control

Our goal is to show that a RL agent can discover design parameters of $M$ scatterers that suppress TSCS across a range of wavenumbers from $k_i a \in [0.35, 0.45]$, ($i = 1, 2, ..., N_k$) to an optimal or near-optimal level. To achieve this goal, we implemented an environment in which an agent can change the design parameters of $M$ scatterers through selecting an action at each time step. The $x, y$ plane that contains the scatterers spans $x, y \in [-5.0, 5.0]m$. To avoid overlapping, the distance between the centers of cylinders/shells is constrained by the allowable minimal distance. The environment is able to reset to an initial random configuration of design parameters. From the starting configuration, the agent selects an action, which changes the parameters and receives a reward from the environment. The cycle of state, action, reward repeats until the terminal state is reached, the episode is complete, and the environment is reset. In this environment, the terminal state occurs after a fixed number of actions are taken. To use a NN to approximate the value of a state-action pair, both must be represented numerically. The representation of actions depends on the RL algorithm in question, while the state representation of the environment is common between both algorithms we use in this paper.

The state vector consists of $L$ design parameters $d_i$ of all the scatterers in the form $[d_1, ..., d_L]^T$, the TSCS at $N_k$ wavenumbers, the RMS of the TSCS, and the current time step of the environment scaled between 0 and 1. The dimension of the state vector is $L + N_k + 2$. The final component of the environment is the reward function, which determines how our agent is rewarded for taking actions within the environment

$$R_t = \begin{cases} -\sigma_{\text{RMS}}(r_{jm}), & \text{legal state}, \\ -\sigma_{\text{RMS}}(r_{jm})_{t-1} - 1.0, & \text{else}. \end{cases}$$

(10)

A legal state requires all cylinder centers to lie within the grid with none overlapping. If the state of the environment is illegal, it reverts to the previous state with a penalty deducted from the reward. This reward function incentivizes the agent to take actions that bring the reward function close to zero quickly to minimize the accumulation of negative rewards while also avoiding illegal states.

A tactic to improve sample efficiency of data in RL is to use a replay buffer to store transition data generated from the environment. Transitions are added to the buffer as the agent interacts with the environment and are sampled in batches to perform gradient updates. We used one-step transitions of the form $S_t, A_t, R_{t+1}, S_{t+1}$, To improve sample efficiency, we employed a prioritized replay buffer in both Q-learning and policy gradient algorithms. Prioritized replay buffers function similarly to standard replay buffers, except the sampling probability is weighted by a priority $\delta$ rather than uniformly. The priority for new transitions added to the buffer is set to the maximum to ensure that they are sampled. After each batch update, the sampling priority $\delta$ of each transition is defined as

$$\delta = |r + \gamma \max_{a'} Q(s', a') - Q(s, a)|,$$

(11)

where $Q$ is an action value function that predicts the discounted sum of future rewards based on the current state $s$ and action $a$, where $s'$ and $a'$ correspondingly represent the next state and the maximum valued action in that state. The value of $\delta$ measures the agent’s error in predicting the action value.

To correct for the change in distribution of gradient updates due to prioritized sampling, Schaul et al. calls for multiplying each sample update by an importance-sampling weight $w_i$

$$w_i = \left( \frac{1}{N} \frac{1}{P(i)} \right)^{\beta},$$

(12)

where hyperparameter $\beta \in (0, 1)$ controls how aggressively to correct for the change in distribution, $N$ is the number of samples in the replay buffer, and $P(i)$ is the probability of sampling transition $i$. Hyperparameters for the prioritized replay buffer in our experiments come from the suggested values given by Schaul et al. Values of $\beta$ outside the recommended ones were not explored.

We consider three design spaces for the RL algorithms. The first design space is the positioning of $M$ cylinders/shells of radius $a$ on a bounded plane. The design parameters in this case are the $x$ and $y$ coordinate of each scatterer. To represent the design parameter vector, we concatenated the $M$ coordinates together and allowed the agent to change the coordinates at each time step. The design parameter vector is $x^M = [x_1, y_1, ..., x_M, y_M]^T$.

The second design space is for large numbers of $M$ scatterers ($M \geq 6$). It is employed only to the DDPG agent, since a single action moves all cylinders simultaneously. The challenge here is the chance of encountering illegal states, which dramatically increases as the number of scatterers grows. This leads to the environment not generating...
useful data in the replay buffer. Instead of reverting the illegal state back to the previous state, we propose to recall the illegal cylinder adjustments only. In this new environment, we check the condition of each adjustment individually. If the resulting configuration is legal, we allow it in the action. This cycle continues until all the adjustments are either applied or withdrawn. Once this process is complete, we apply the action to the environment. This method helps the environment to always output new states for each time step, improving the convergence for large numbers of scatterers; the limitation of this method is the increase in computation time and resources. In our previous environment, only one loop is required to apply an action, whereas the new environment needs one iteration for each cylinder adjustment in the action. Since the new environment always generates a legal state, we can replace the penalty by the number of invalid actions $N_{\text{invalid}}$ in the reward function. The new reward function for larger $M$ is defined as

$$R_t = -\sigma_{\text{RMS}}(r_{jm}) - w_p N_{\text{invalid}}, \quad \text{for } M \geq 6, \quad (13)$$

where $w_p$ is a tunable parameter that adjusts the weight of $N_{\text{invalid}}$ in the reward function.

The third design space is the radii of 19 scatterers in two concentric rings around a core unchanging scatterer (see Fig. 15) that is being cloaked. The design parameter for each scatterer is the current radius $a$, and the parameter vector is $x^M = [a_1, a_2, \ldots, a_M]^T$. Under this design space, the $x$ and $y$ coordinates of each cylinder, including the core, are held constant. The core radius is also kept constant.

D. Gradient assisted inverse design

The procedure for the gradient assisted inverse design is as follows: we evaluate the TSCS and its gradients with respect to the cylinder coordinates and provide them in the state vector. We define the broadband gradient vectors $q_j$ with respect to position vectors $r_j$:

$$q_j = \frac{\partial \sigma_{\text{RMS}}(r_{jm})}{\partial r_j}, \quad j = 1, 2, \ldots, M. \quad (14)$$

The explicit formulas for gradient vectors $q_j$ are given by Eq. (A22). After inserting the gradients $q_j (j = 1, M)$ into the state vector, its dimension becomes $2L + N_k + 2$. The RL agent minimizes the TSCS by evaluating its derivative with respect to the scatterer coordinates and taking actions accordingly. The gradient of a function points in the direction of greatest increase; likewise, the negative gradient points in the opposite direction. If the scatterer coordinates were adjusted purely based on the gradients as in standard optimization methods, there would be a risk of converging to a local minimal configuration. RL systems, however, consider reward on subsequent actions rather than just the best action in the current state. This means that they consider the gradient but learn to move the scatterers in a different direction, which leads to higher reward in the long term.

E. Q-learning-based formulation

In the Q-learning approach, we use DDQN with several modifications from the rainbow deep Q-learning network approach, including a prioritized replay buffer, a target Q NN, and a dueling network architecture. The DDQN uses two NNs: a Q and a target Q (see Fig. 2). Both of these NNs take in the state vector defined in Sec. II C as input and output the expected discounted sum of rewards ($q$ value) for each discrete action by Eq. (3).

Actions are selected by taking an argmax function on the output of the Q NN, given a state vector. To ensure adequate random exploration of the parameter space, the highest valued action is rejected in favor of a randomly selected
action with probability $\epsilon$ for each time step. After each episode, we reduce the probability of selecting a random action $\epsilon$ linearly until it reaches a non-zero minimum. This ensures continued exploration while still taking mostly optimal actions. This process is known as $\epsilon$-greedy action selection.66

The QNN selects actions to take in the environment. After each action, one update to the NN weights is applied. A single update involves sampling a batch of transitions from the prioritized replay buffer and minimizing the Huber loss67 between the predicted $q$ value and the target given by Eq. (4). The target NN is used to compute the maximum value action in the next state. At a regular interval, the parameters of the Q NN $\theta^Q$ overwrite the parameters of the target Q NN $\theta^T$.

DDQNs learn a discrete action space shown in Tables I and II. When using the positions of scatterers as the design parameters, we chose to assign each action to moving one scatterer in one cardinal direction by a distance of 0.5 m. The 0.5 m for position adjustment was chosen empirically. The number of actions is $4M$, where $M$ is the total number of scatterers. For the radius adjustment design, there are two actions for each design parameter: increase or decrease radii. The radius adjustments are made in increments of 0.04 m. This value is derived by linearly scaling the adjustment from the positional design down to the range of allowable radii. The number of actions is fixed at $2(M - 1) = 38$, since $M = 20$ is constant and core cylinder radii are not changing. All hyperparameters used for the DDQN algorithm are shown in Table V.

F. Policy gradient-based formulation

To give an agent more fine grain control over the environment than the DDQN, we used an algorithm that can learn a continuous action space. When the agent is far from optimal design, it can make large adjustments and then make sensitive adjustments to settle into a precise design. A DDPG61 is a policy gradient algorithm with the ability to learn multiple continuous actions (see Fig. 3).

The DDPG algorithm uses four NNs: an actor and Q, and a target NN for each. The actor NN receives the state vector as input and outputs an action vector. The action vector is the adjustment made to each design parameter. To bind the action vector to a reasonable range, the actor NN has a tanh function on the final layer, which restricts actions between $-1$ and $1$. We multiplied the output by 0.5 to restrict the actions to the same range as DDQN. The Q NN takes in the concatenated state and action vector and predicts the expected discounted sum of rewards ($q$ value) for that state-action pair. The Q NN is trained similarly to the DDQN Q NN by sampling a batch of transitions from the replay buffer and minimizing the Huber loss67 between the predicted $q$ values and the target $q$ values given by Eq. (4). As the Q NN learns accurate $q$ values, it is used to update the actor NN to output actions that maximize the Q NN output, given a state vector.

After each gradient update to the base NN, a portion of the parameters ($\theta^\alpha$, $\theta^Q$) are copied over to the target NN parameters ($\theta^\alpha$, $\theta^Q$) using a soft update,61

$$\theta^\alpha \leftarrow \tau \theta^\alpha + (1 - \tau)\theta^T.$$ 

This soft update procedure greatly improves training stability by having the target networks slowly track the base networks.61 The value of $\tau$ used in our experiments was given in the paper by Lillicrap et al.,61 which introduced the DDPG algorithm. According to the paper, smaller values of $\tau$ lead to slower but more stable training. By increasing $\tau$, we may be able to decrease convergence times; however, in this research, we only used the suggested value.

Exploration of new states is achieved by adding a normally distributed noise to the output of the actor network during training with $\mu = 0$ and $\sigma = 1$. The noise injected action was clipped to be within the proper range. We scaled the noise by a noise scale factor, which is reduced linearly over the training process.

The action space for DDPG is shown in Tables III and IV. When using the DDPG for the positional design, each action output of the DDPG moves one scatterer along one axis simultaneously; therefore, the number of actions is $2M$. For the radius adjustment design, there is a single continuous action for each scatterer. With the number of design scatterers $M = 19$, the total number of outputs is 19. All hyperparameters for the DDPG algorithm were the same across all runs and can be found in Table VI.

III. NUMERICAL EXPERIMENTS AND RESULTS

In this section, we present the results of the RL algorithms after training. Numerical simulations are performed by calling the MATLAB engine from PYTHON libraries. The environment was run on a central processing unit (CPU), while the action selection and deep learning updates for the
agents were computed on a graphics processing unit (GPU) using PyTorch. For $M \leq 4$ rigid cylinder environments, an Nvidia (Santa Clara, CA) GTX 10 606GB was used. Both algorithms converged in similar times (100 time steps per episode): for the two scatterer environment 200 episodes (14 min), three scatterers 1500 (140 min), and four scatterers 8000 (14 h). For the $M \leq 4$ thin elastic shells environment, an Nvidia RTX 20 708GB was used. Similar to the rigid cylinder environments, episodes were 100 time steps. The agents for thin elastic shells were trained for the same number of episodes (with similar training times) for each $M$ as rigid cylinders. For the design space with $M/C21$ (6, 8, 10, and 12 scatter) environments, an Nvidia P-100 was used from the COE HPC cluster of San Jose State University. All training cycles ran with 100 time steps per episode and $w_p = 0, 0.1, 0.01$, and 0.001. After experimenting with different weights, we used the following setup for our results: (1) for $M = 6$: $w_p = 0$ and episodes = 7000, (2) for $M = 8$: $w_p = 0.1$ and episodes = 6500, (3) for $M = 10$: $w_p = 0.1$ and episodes = 7000, (4) for $M = 12$: $w_p = 0$ and episodes = 6500. Compared to $M \leq 4$, the computation time increased linearly with changes in $M$: from 40 h for six scatterers up to 80 h for 12 scatterers. For the DDPG algorithm, the starting noise scale is an important parameter. For positional designs, the initial noise scale is set to 1.2 and decays to 0.02 over the entire training period, while the radii noise scale starts at 0.25 and decays to $5 \times 10^{-5}$.

We consider rigid cylinders submerged in a medium with the acoustic properties of water: $p_0 = 1000$ kg/m$^3$, $c_0 = 1480$ m/s. Additionally, we consider suppression of scattering by configuration of empty thin elastic cylindrical shells situated in the same medium, varying the material properties of the cylinders to compare the resulting optimal TSCS. Separate runs of optimization are done for each material. The material properties we experiment with are nickel and titanium.

### A. Adjusting positions of each scatterer for $M \leq 4$

In this section, we illustrate the effect of suppressing plane wave scattering from configurations of rigid and elastic scatterers by modifying the position of each scatterer. We compare the discovered configurations by the DDQN and DDPG algorithms starting from the same initial configurations. Each algorithm was trained on $M = 2, 3$, and 4 scatterer setups. To show the performance of the RL models, we also optimized the RMS of TSCS $\sigma_{RMS}$ by employing

#### TABLE III. Design actions of DDPG for positional adjustment of M cylinders. Each row corresponds to one output of the actor network. Each adjustment is bounded $[-0.5, 0.5]$m per action. The legal range of the axis is $[-5.0, 5.0]$m.

<table>
<thead>
<tr>
<th>Scattered</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x axis adjustment</td>
</tr>
<tr>
<td>1</td>
<td>y axis adjustment</td>
</tr>
<tr>
<td>$M$</td>
<td>x axis adjustment</td>
</tr>
<tr>
<td>$M$</td>
<td>y axis adjustment</td>
</tr>
</tbody>
</table>

#### TABLE IV. Design actions of DDPG for radius adjustment of M scatterers. Each row corresponds to one output of the actor network. Each adjustment is bounded from $[-0.04, 0.04]$m per action. The legal range of each cylinder radii is $[0.2, 1.0]$m.

<table>
<thead>
<tr>
<th>Scattered</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Radius adjustment</td>
</tr>
<tr>
<td>$M$</td>
<td>Radius adjustment</td>
</tr>
</tbody>
</table>
MATLAB optimization solver fmincon\textsuperscript{69} with state-of-the-art sequential quadratic (SQP) algorithms. Both the RL algorithms and fmincon are very sensitive to initial conditions. Therefore, starting the optimization process from the same initial configuration is crucial to ensure accurate performance evaluation. Computations are performed for a plane wave incident from left to right starting with the same initial random configurations. Experiments for rigid cylinders are presented in Figs. 4–6. Numerical results for elastic thin shells are depicted in Figs. 7–10 (Figs. 7 and 9 for nickel shells and Figs. 8 and 10 for titanium shells).

1. Results for rigid cylinders

The benefit of using the gradient assisted inverse design approach described in Sec. II D is illustrated in Fig. 4 for a configuration of $M=4$ rigid cylinders. The performance of DDQN and DDPG with and without the gradients provided in the state vectors is demonstrated in Figs. 4(a) and 4(b), respectively. Each curve is averaged over three runs. In these runs, a 25 (DDQN) and 5 (DDPG) point rolling median filter was applied to provide additional smoothing. As Fig. 4 shows, both DDQN and DDPG algorithms experience a noticeable increase in their convergence speed and stability. The optimal configurations discovered by the gradient assisted models and with and without providing gradients are similar. However, the gradient assisted models converge faster during training. Decreasing the number of episodes to train is helpful, since training times increase steeply for larger numbers of scatterers.

The variation of TSCS ($\sigma$) with the non-dimensional wavenumber $ka$ is shown in Fig. 5. A comparison of suppression of $\sigma$ curves for configurations of $M=2$, 3, and 4 rigid cylinders is depicted in Fig. 6 using DDQN and DDPG algorithms contrasting with fmincon solver using SQP algorithms. Here, we performed a broadband minimization of TSCS ($\sigma$) for 11 discrete values of non-dimensional wavenumber $k_i a \in [0.35, 0.45]$, $i=1,\ldots,11$. Interestingly, the reduced TSCS values fall not only within but also outside the optimized range of wavenumbers as shown in Fig. 5. For configurations of $M=2$ and 3 cylinders, performance of all three algorithms is similar within the range of wavenumbers.
at which the configurations are optimized, and beyond this range RL algorithms reduce TSCS slightly better. Importantly, for a configuration of $M = 4$ cylinders, both RL algorithms discover a design that produces lower scattering and better results than $fmincon$.

Figure 6 illustrates the final optimal configurations predicted by DDQN, DDPG, and $fmincon$ algorithms for $M = 2, 3, \text{ and } 4$ rigid cylinders. Due to the incident wave coming in the direction $e_1 = (1, 0)$, configurations shifted up or down produced similar responses. The final optimal configurations discovered by both RL algorithms are very similar to that of $fmincon$ for $M = 2$ and 3. For $M = 2$, the values of $\sigma_{RMS}$ are 0.22 for DDQN, DDPG, and $fmincon$. Likewise, for $M = 3$, values of $\sigma_{RMS}$ are 0.31 for DDQN, while DDPG and $fmincon$ designs are slightly lower at 0.30. These optimal configurations share similar design features in the way the cylinders are positioned as shown in Figs. 6(a)–6(f). They are structured in a row that is perpendicular to the incident wave. All algorithms have determined that the optimal solution is to allow one cylinder to interact with the incident wave while the others are shielded behind it. The discovered designs for $M = 4$ are shown in Figs. 6(g)–6(i). The values of $\sigma_{RMS}$ are 0.35 and 0.34 for DDQN and DDPG, respectively, and 0.43 for $fmincon$. Both RL algorithms split the four cylinders into two rows parallel to the incident wave at the extremes of the grid. This mimics the design of $M = 2$ but also pushes the rows as far apart as possible to minimize scattering. The $fmincon$ design produces more scattering with a diamond shaped configuration as more scatterers are exposed to the plane wave.

2. Results for thin elastic cylindrical shells

Next, we illustrate the TSCS suppression for empty thin cylindrical shells in water. This type of scatterer is quite different from the rigid cylinder because it can display a different scattering pattern compared with rigid cylinders. Numerical results are demonstrated considering configurations of empty thin elastic cylindrical shells of outer radii $a = 1 \text{ m}$ and thickness $h = 0.1a$ with the following mechanical properties correspondingly for nickel shells: density $\rho = 8850 \text{ kg/m}^3$, and longitudinal wave speed $c_p = 5480 \text{ m/s}$, and for titanium shells: $\rho = 4500 \text{ kg/m}^3$, $c_p = 5046.1 \text{ m/s}$.

We compare optimal discovered configurations of thin elastic shells using DDQN and DDPG RL algorithms to our chosen baseline: $fmincon$ using SQP algorithms. We varied the material properties of the thin elastic shells to compare the resulting optimal TSCS. At these considered values of wavenumber $ka$, these curves show lower amounts of scattering for both nickel and titanium; however, the initial random configurations are also lower than for rigid cylinders.

Broadband optimization performed for $M = 2, 3, \text{ and } 4$ is shown in Fig. 7 for thin nickel shells comparing both RL algorithms and $fmincon$. The corresponding optimal configurations discovered by the DDQN and DDPG algorithms are shown in Fig. 9. Notably, for $M = 2$, the DDPG algorithm’s configuration outperforms $fmincon$ for all $ka$ as illustrated in Fig. 7(a). Figure 7(b) compares the suppression for $M = 3$ thin nickel shells, where DDPG outperforms $fmincon$ for all $ka$ in the optimization range $ka \in [0.35, 0.45]$ with $fmincon$.
producing less scattering at the highest \( ka \). Figure 7(c) illustrates the suppression curves for \( M = 4 \) thin nickel shells. We can see that DDPG and \( fmincon \) discover a configuration with very similar scattering, while the DDQN performs worse.

Figure 8 illustrates DDQN, DDPG, and \( fmincon \) optimized TSCS vs \( ka \) for \( M = 2, 3, \) and 4 titanium thin shells, and the corresponding optimal configurations obtained by these algorithms are shown in Fig. 10. The optimal designs discovered by RL algorithms are very similar to \( fmincon \) for \( M = 2 \) and 3 thin titanium shells. For \( M = 2 \), DDPG and \( fmincon \) designs produce similar levels of scattering, and DDQN performs slightly worse as shown in Fig. 8(a). All designs are in a triangular configuration; however, neither RL algorithm is able to suppress TSCS more than \( fmincon \) as shown in Fig. 8(b). Interestingly, for \( M = 4 \) thin titanium shells, unlike for nickel shells, DDPG surpasses \( fmincon \) and is able to produce a design that reduces TSCS more than one produced by \( fmincon \) as shown in Fig. 8(c).

Figure 9 illustrates DDQN and DDPG optimized final configurations for \( M = 2, 3, \) and 4 scatterer configurations using nickel thin shell material properties starting with the same initial configuration. The configurations discovered by the RL algorithms and shown in Figs. 9(a) and 9(b) move the scatterers apart on the \( y \) axis rather than the row configurations when using rigid scatterers. The \( fmincon \) configuration depicted in Fig. 9(c) maintains the row design. The configurations generated by the RL algorithms given in Figs. 9(d) and 9(e) are, once again, different from ones produced by \( fmincon \) given in Fig. 9(f). Both DDQN and DDPG generate a triangular design with two scatterers in a row at the top and a single scatterer at the bottom. The \( fmincon \) discovers a row configuration that produces more scattering than the DDPG. Figure 9(g) shows that the DDPG configuration is different from the DDPG and \( fmincon \) configurations depicted in Figs. 9(h) and 9(i).

**B. Adjusting positions of rigid cylinders for \( 6 \leq M \leq 12 \)**

Figures 11–13 demonstrate our findings for DDPG following the procedure described in Sec. II C at a larger number of scatterers \( M \) and using the reward function defined by Eq. (13). In addition, all DDPG runs in this section are done with gradient assisted design described in Sec. II D.

With the modifications discussed in Secs. II C and II D, the DDPG algorithm was able to discover configurations on a similar order to \( fmincon \) for \( M = 6 \) and 8. The DDPG was tested but not able to successfully converge for \( M > 4 \) scatterers. Most importantly, in the \( M = 6 \) environment, the DDPG algorithm was able to outperform \( fmincon \) as shown by the TSCS vs \( ka \) curves in Fig. 11(a). Although the DDPG

---

**FIG. 6. (Color online) Final optimal configurations proposed by DDQN (pink color), DDPG (green color), and \( fmincon \) (red color) algorithms and shown in the left, center, and right columns respectively, for \( M = 2, 3, \) and 4 rigid cylinders.**

**FIG. 7. (Color online) Variation of TSCS vs \( ka \) comparing suppression of curves for \( M = 2, 3, \) and 4 scatterers for thin nickel shells. For configuration of \( M = 2 \) and 3 thin nickel shells, DDPG surpasses \( fmincon \) and performs better at the range of wavenumbers at which the configurations are optimized and beyond this range.**
and fmincon algorithms discovered a design in the same local minimal configuration, minor differences cause the fmincon design to have a lower TSCS for larger $ka$ shown in Fig. 11(b). Results from the $M = 10$ environment show that the DDPG algorithm struggles to compete with fmincon at this $M$. Figure 11(c) shows TSCS values for DDPG are higher than fmincon for all $ka$, diverging more as $ka$ increases. Finally, for the $M = 12$ design, the 5.0$m$ grid size was no longer large enough to ensure adequate exploration for the DDPG. In this environment, we increased the grid size to 8.0$m$. The resulting configurations for DDPG and fmincon are shown in Figs. 12(k) and 12(l) to be discussed next.

Figure 12 illustrates initial and final optimized configurations for a larger number of scatterers, $M \geq 6$, with the left column figure panels depicting initial random configurations for $M = 6$, 8, 10, and 12. Figure 12(b) splits the six scatterers into two rows of three as far apart as possible. This design performs better than that of fmincon given in Fig. 12(c), which splits the cylinders into a row of four and a row of two. For the $M = 8$ environment, DDPG and fmincon have very similar designs as illustrated in Figs. 12(e) and 12(f). Due to the larger number of scatterers, clustering them in straight rows no longer appears to be the best strategy. Comparing the optimized configurations in Figs. 12(h) and 12(i), we see different designs. The design produced by the DDPG algorithm splits the cylinders into three rows, with the bottom row containing four staggered cylinders. The fmincon algorithm uses a similar configuration for the top cluster in $M = 8$ reflected on the $x$ axis. Finally, for the $M = 12$ design, the 5.0$m$ grid size was no longer large enough to ensure adequate exploration for the DDPG. In this

FIG. 8. (Color online) Optimized TSCS vs $ka$ results comparing elastic titanium thin shells for $M = 2$, 3, and 4 scatterers. All optimized configurations exhibit a final suppressed TSCS response. For configuration of $M = 4$ thin titanium shells, DDPG outperforms fmincon within and beyond the range of wave-numbers at which the structure is optimized.

FIG. 9. (Color online) Optimal configurations for thin elastic nickel shells discovered by various algorithms for $M = 2$, 3, and 4. The left, center, and right columns are for DDQN (pink color), DDPG (green color), and fmincon (red color), respectively. The initial configurations are the same as in Fig. 6.

FIG. 10. (Color online) Final optimal configurations proposed by DDQN, DDPG, and fmincon algorithms for thin titanium shells for $M = 2$, 3, and 4. The left, center, and right columns are for DDQN (pink color), DDPG (green color), and fmincon (red color), respectively.
environment, we increased the grid size to 8.0m. The resulting configurations for DDPG and \textit{fmincon} are shown in Figs. 12(k) and 12(l). Due to the larger grid size, the DDPG configuration is able to cluster cylinders in three straight rows, while \textit{fmincon} produces a star-like configuration.

Figure 13 illustrates the total acoustic pressure distribution, at normalized wavenumber $ka = 0.45$, for different configurations of $M = 10$ rigid cylinders depicted in Fig. 12(h). Figures 13(a) and 13(b) depict, correspondingly, the real part of total pressure field $p$ at single value of wavenumber $ka = 0.45$ for a random initial configuration [Fig. 12(g)] and final optimal configuration [Fig. 12(h)] found by the DDPG algorithm. The real part of total acoustic pressure field, $\text{Re} p$, exhibits a suppressed scattering response and a less disturbed wave propagation for the final optimal configuration depicted in Fig. 13(b). Figures 13(c) and 13(d) show, respectively, the absolute total pressure, $|p|$, at $ka = 0.45$ for an initial [Fig. 12(g)] and final [Fig. 12(h)] optimal configuration predicted by DDPG. Figure 13(c) exhibits very strong backscattering from the initial configuration. Figure 13(d) illustrates different scattering characteristics and suppression of backscattering effect as well as showing the overall reduction of absolute pressure amplitude for the optimized configuration.

C. Adjusting radii of each scatterer

Finally, we show the ability of the RL agents to discover design parameters of radii that suppress TSCS using rigid cylindrical scatterers. Initial random radii and optimized radii configurations are demonstrated as well as their corresponding TSCS curves across wavenumbers $k_i \alpha \in [0.35, 0.45]$, $i = T, TT$, where $\alpha = a_{\text{max}} = \max (a_j)$, $a_j$ is the radius of $j$-cylinder, and $j = 1, M$. Coordinates of all scatterers are fixed, and the core cylinder radius is constant $a_c = 1.6 = a_{\text{max}}$. All other cylinder radii besides the core are allowed to change within the bounds of minimum and maximum radii defined in Sec. II C.

The TSCS curves in Fig. 14 show that both RL algorithms produce a suppression of $\sigma$ for all wavenumbers for a configuration of $M = 20$ rigid cylinders. The initial random configuration and final optimal configurations predicted by RL models are depicted in Fig. 15. The DDPG produces a configuration that causes more reduction within the optimization range, while the DDQN performs slightly worse in that range. Since the formula for the gradient of $\sigma_{\text{RMS}}$ with respect to each scatterer radius has not yet been derived, we have not compared the RL algorithms to \textit{fmincon}, which will be done elsewhere.

Figure 15 illustrates the real part of total acoustic pressure $\text{Re} p$ at normalized wavenumber $ka = 0.4$ (left column) and $ka = 0.72$ (right column) for different configurations of $M = 20$ rigid cylinders of various radii, i.e., random initial and final optimal configurations predicted by the DDPG and DDQN algorithms. Figures 15(c) and 15(d) show the optimal design discovered by the DDQN, while Figs. 15(e) and 15(f)
show the discovered optimal design for DDPG. Both algorithms started at the same initial random radii [Figs. 15(a) and 15(b)]. The DDPG agent discovered a design that is slightly different and more effective than the DDQN’s. Interestingly, enlarging the scatterers closest to the incident plane wave produces better suppression. There are two common features between the designs discovered by the algorithms. First, the cylinders farthest from the wave are increased to near the maximum allowable radii. This suggests some wave interaction occurs that is beneficial, rather than reducing the radii to the minimum and allowing the wave to pass through. Second, scatterers in the middle of the x axis are brought close to the minimal allowable radii. The algorithms have discovered that these cylinders are not useful in suppressing \( \sigma_{RMS} \).

The initial random radii configuration with \( M = 20 \) (a) produced \( \sigma_{RMS} = 3.13 \). The DDQN algorithm discovered a configuration (c) with \( \sigma_{RMS} = 0.68 \). Last, the DDPG discovered a configuration (e) with slightly better results with \( \sigma_{RMS} = 0.60 \). Although the optimal radii discovered by the DDPG produced lower \( \sigma_{RMS} \) than the DDQN, there is evidence to suggest it could suppress it even further. Figure 18(a) shows the lowest \( \sigma_{RMS} \) discovered by the DDPG algorithm per episode during training. During the training process, the lowest \( \sigma_{RMS} \) decreased to 0.50, although the convergence was not stable. Attempts to stabilize the performance to that level were unsuccessful.

## IV. CONCLUSION AND OUTLOOK

We demonstrated that the RL algorithms DDQN and DDPG are capable of discovering positional and radius design parameters of scatterers that suppress the RMS of TSCS to a local minimum. We also introduced a novel
method for increasing convergence speed and stability of RL algorithms by using the gradient of the objective function with respect to design parameters. As far as we know, our paper is the first description of this approach, and RL algorithms are attempted for the first time to suppress acoustic scattering. We discovered that DDPG almost always outperforms DDQN for any number of scatterers and performed very well compared to fmincon with SQP algorithms.

Our results show that using RL agents for design optimization is viable in acoustics and engineering. This enables new approaches for modeling acoustic devices. A limitation of these RL algorithms is that as the number of scatterers increases, the training time increases very rapidly. It was shown that an optimal configuration of 79 scatterers suppressed TSCS at high frequency to near zero; at lower frequencies, 16 cylinders were sufficient and produced a reasonable cloaking effect. Perhaps if we were able to scale RL algorithms to efficiently handle many cylinders, we could achieve a similar result. Additionally, we can experiment with different frequency ranges. We initially trained the algorithms at high frequencies; however, this dramatically increased training times as well. A potential method of scaling to many cylinders and higher frequencies could involve a multi-agent approach that would split the design parameters between agents working cooperatively to maximize a shared reward while reducing the complexity.

A solution to the large training times could involve splitting the inference and training of the model into multiple threads as was shown by Espeholt et al. This approach allowed the training to be parallelized across multiple CPUs and greatly decreased convergence times for RL algorithms.

**APPENDIX A: MULTIPLE SCATTERING**

1. Formulation

Consider acoustic scattering by $M$ obstacles, which for simplicity are taken to be cylinders $S^{(m)}$ with outer radius $a_m$ and inner radius $b_m$, $m = 1, \ldots, M$ centered at $r_m$. A schematic configuration of cylindrical elastic shells is given in Fig. 16. The incident wave of unit amplitude is in direction $e_1 = (1,0)$ and in the neighborhood of cylinder $S^{(m)}$, it can be written as

$$p_{inc}^{(m)}(x) = \sum_{n=-\infty}^{\infty} A_n^{(m)} U_n^+(x_m),$$

with the coefficients $A_n^{(m)} = i^n e^{ikx_m}$ and $U_n^+(x) = J_n(k|x|)$, $e^{in\phi}$, are the regular solutions associated with the radiating functions $V_n^+$ defined as

$$V_n^+(x) = H_n^{(1)}(k|x|) e^{in\phi},$$

$$V_n^-(x) = H_n^{(1)}(k|x|) e^{in\phi}.$$

Here, $\phi \in [0, 2\pi)$, and $x_m$ is a position vector of point $P$ with respect to the centers of multipoles at $O_m$ (see Fig. 16): $x_m = x - r_m$. The total scattered field $p_{sc}$, considered as a superposition of the fields scattered by all cylinders, may be expanded as a sum of multipoles

$$p_{sc}(x) = \sum_{m=1}^{M} p_{sc}^{(m)}(x),$$

$$p_{sc}^{(m)}(x) = \sum_{n=-\infty}^{\infty} B_n^{(m)} V_n^+(x_m),$$

where $p_{sc}^{(m)}$ is the wave scattered by cylinder $m$, and $B_n^{(m)}$ are unknown coefficients. To apply boundary conditions on the surface of each cylinder, we express the total field using Graf’s theorem [Ref. 72, Eq. (9.1.79)]

$$V_n^+(x-y) = \sum_{n=-\infty}^{\infty} \left\{ \begin{array}{ll} V_n^+(x) U_{n-j}(y), & |x| > |y|, \\ U_n^+(x) V_{n-j}(y), & |x| < |y|, \end{array} \right.$$

where

$$U_n^+(x) = J_n(k|x|) e^{in\phi},$$

$$V_n^-(x) = H_n^{(1)}(k|x|) e^{in\phi}.$$

The $U_n^+$ and $V_n^-$ functions therefore satisfy

$$W_n^+(x) = W_n^-(x), \quad W = U, V.$$

Using Graf’s theorem for $|x_j| < l_j$, where $l_j = \min |r_{jm}|$, we obtain the total incident field impinging on the cylinder $S^{(j)}$ in the form

$$p_{inc}^{(j)} + \sum_{m=1}^{M} p_{sc}^{(m)}$$

$$= \sum_{n=-\infty}^{\infty} \left\{ A_n^j + \sum_{m=1}^{M} \sum_{n=-\infty}^{\infty} P_{mj} B_n^{(m)} \right\} U_n^+ (x_j),$$

FIG. 16. (Color online) An arbitrary planar configuration of $M$ cylinders $S^{(m)}$ with outer radius $a_m$ and inner radius $b_m$, $m = 1, M$. 

where \( r_{jm} = r_j - r_m \), and

\[
P_{pq}(r_{jm}) = H_n^{(1)}(kr_{jm})e^{i(l-q)\arg\alpha_{mn}}
\]

(A8)

can be identified as \( V_{n}^{+}(x) \). Here, \( H_n^{(1)} \) is the Hankel function of the first kind of order \( n \). The response of cylinder \( \xi^{(j)} \) to the incident field \( \xi^{(i)} \) can be obtained by incorporating the boundary conditions at the interface and the transition matrix elements \( T_{nj}^{(j)} \) of cylinder \( \xi^{(j)} \):

\[
p_{n}^{(j)} = \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} T_{nj}^{(j)} \left\{ A_q^{(j)} + \sum_{m=1}^{M} \sum_{l=-\infty}^{\infty} P_{pq}(r_{jm}) B_l^{(m)} \right\} V_{n}^{+}(x_j).
\]

(A9)

Equations (A4) and (A9) yield a linear system of equations for the unknowns \( B_l^{(m)} \):

\[
\sum_{m=1}^{M} \sum_{l=-\infty}^{\infty} X_{jnmn} B_l^{(m)} = A_q^{(j)} \quad j = 1, M, \quad n \in \mathbb{Z},
\]

(A10a)

where the far-field amplitude function is

\[
X_{jnmn} = \left\{ T_{nj}^{(j)} \right\}^{-1}, \quad j = m, \quad -P_{nm}(r_{jm}), \quad j \neq m',
\]

(A10b)

Figure 17 shows the training curves of \( M = 2 \) and \( 3 \) for DDQN and DDPG for positional adjustment of rigid cylinders. Each algorithm is compared without gradients (left column) and with gradients (right column). All the same hyperparameters were used for corresponding runs. Despite improving performance for \( M = 3 \) DDQN in Figs. 17(g) and 17(h), the algorithm was still not able to converge nearly as stably as the DDPG algorithm shown in Figs. 17(e) and 17(f).

Finally, the scattered field \( \psi^{sc} \) of Eq. (A4) in the far-field, \( k|x| >> 1 \), becomes

\[
\psi^{sc} = f(\theta) \sqrt{\frac{k}{12\pi|x|}} e^{i(k|x|)} \left[ 1 + O\left( \frac{1}{k|x|} \right) \right],
\]

(A15)

where the far-field amplitude function is

\[
f(\theta) = \frac{2}{k} \sum_{m=1}^{M} e^{-ik|r_n| \cos(\theta - \arg(r_n))} \times \sum_{n=-\infty}^{\infty} (-i)^n B_l^{(m)} e^{in\theta}.
\]

(A16)
2. Analytical form of the gradient vectors $s_j$ at single $ka$

Define the gradient vectors

$$s_j = \frac{\partial \sigma}{\partial r_j}, \quad j = 1, 2, \ldots, M. \tag{A17}$$

Following Eqs. (8) and (A12), the TSCS can be expressed as

$$\sigma = -\frac{4}{k}\text{Re} a^T X^{-1} a. \tag{A18}$$

The gradient of the TSCS, $s_j$, is found by combining the last equation [Eq. (A18)] for $\sigma$ with the definition [Eq. (A17)] and may be written as

$$s_j = -\frac{4}{k}\text{Re} \left[ \frac{\partial a^T}{\partial r_j} b + a^T X^{-1} \left( \frac{\partial a}{\partial r_j} - \frac{\partial X}{\partial r_j} b \right) \right]. \tag{A19}$$

where $a^T$ is the Hermitian transpose and the vectors $a$ and $b$ are defined by Eq. (A14),

$$\frac{\partial X_{\text{int}}}{\partial r_j} = \begin{cases} \frac{O_{ij}}{\delta_{jm}} \frac{\partial P_{ml}}{\partial r_j} (r_{jm}) - \delta_{jm} \frac{\partial P_{ml}}{\partial r_j} (r_{jm}), & i = m, \\ \delta_{jm} \frac{\partial P_{ml}}{\partial r_j} (r_{jm}), & i \neq m. \end{cases} \tag{A20}$$

and $O_{ij}$ and $P_{ml}$ are components of the zero matrix. The gradients in Eq. (A20) follow from

$$\frac{\partial P_{ml}}{\partial r_j} (r_{jm}) = \frac{k}{r_{jm}} V_{l-n}^+(r_{jm}) r_{jm} + \frac{i(l-n)}{r_{jm}^2} V_{l-n}^-(r_{jm}) e_3 \times r_{jm}, \tag{A21}$$

where $V_{l-n}^+$ and the derivative function $V_{l-n}^-$ are defined by Eq. (A2). The gradient of the components of $a$ with respect to the position of the $j$th scatterer is $\partial a^{(m)} / \partial r_j = \delta_{jm} a^{(m)} \otimes i k e_1 \in C^{M \times (2N+1)} \times C^2$.

3. Broadband gradient vectors $q_j$

We defined our cost function to be minimized as the RMS of a set of TSCSs over some range of normalized wavenumbers $ka (i = 1, \ldots, N_k)$, i.e., $\sigma_{\text{RMS}}(r_{jm})$ [Eq. (9)].

Broadband gradient vectors $q_j$ are defined by Eq. (14). The explicit form of gradients can be found in terms of the individual single frequency gradients as

$$q_j = \frac{1}{\sigma_{\text{RMS}} N_k} \left[ \sigma(k_1 a) s_j(k_1 a) + \cdots + \sigma(k_N a) s_j(k_N a) \right], \tag{A22}$$

where $s_j(k_i a)$ are evaluated at normalized wavenumbers $k_i a (i = 1, \ldots, N_k)$ by using Eq. (A19).

APPENDIX B: TRAINING PROCESS DETAILS

1. Training curves

Figure 18 compares the DDPG and DDQN algorithms’ training curves for radius adjustment of rigid cylinders. The DDPG algorithm converges in fewer episodes (1400) as shown in Fig. 18(a), but it is much more unstable than the DDQN. This is surprising because for most other environments the DDPG consistently found a better configuration and converged more reliably than the DDQN. Further tuning of hyperparameters could potentially help the DDPG discover better designs.

2. Hyperparameters

In machine learning, hyperparameters are settings of an algorithm that must be chosen before training a model. They are usually not learnable parameters like the weights and biases of the model itself, but rather initial conditions that influence how the model learns. Tables V and VI show the hyperparameters used by the DDQN and DDPG algorithms. These settings were used for all runs of these algorithms. The only changes made for environments are the size of the input and output layers of the NNs.
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