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Abstract—Misinformation is still a major societal problem. The arrival of ChatGPT only added to the problem. This paper analyzes misinformation in the form of text from a spectral analysis perspective to find the answer to why the problem is still unsolved despite multiple years of research and a plethora of solutions in the literature. A variety of embedding techniques are used to represent information for the purpose. The diverse spectral methods used on these embeddings include t-distributed Stochastic Neighbor Embedding (t-SNE) and Principal Component Analysis (PCA). The analysis shows that misinformation is quite closely intertwined with genuine information and the machine learning algorithms are not as effective in separating the two despite the claims in the literature.

I. INTRODUCTION

Misinformation, fake news, and lies have been adversely impacting the society in a number of significant ways. The advent of generative conversational AI applications such as ChatGPT has only exasperated the problem [1]. Misinformation can be multi-modal. Generative AI is capable of producing misinformation in multiple modalities as well such as by generating images from text [2]. However, while the difficulties in detecting fake images are well documented in the literature [3], the same is not true for misinformation in the form of text. On the other hand, some studies have reported 100% accuracy with detecting AI generated text using simple language models such as BOW [4]. Only time can confirm if AI generated text can indeed be easily detected. There is also abundant literature on solving the misinformation containment problem with human generated text but it is a well known fact that the problem is still largely unsolved [5]. For this study, we do not distinguish between human and AI generated text.

Machine learning, although sometimes impacted by fairness issues [6], has been used to address a wide variety of problems in the quest of societal progress [7], including misinformation containment [8]. Given the current gap in the literature in sufficiently identifying the reasons why misinformation containment is still an unsolved problem, there is a need to focus on why even the now ubiquitous machine learning is unable to solve the problem. This work is an attempt to determine what makes it so difficult to identify misinformation and the limitations of the current Natural Language Processing (NLP) and Machine Learning (ML) techniques in doing so using spectral analysis.

II. RELATED WORK

Misinformation containment is proven in the literature to be NP-hard [9]. Misinformation detection can be addressed using diverse approaches, including algorithms such as the Kalman Filter [10], statistical techniques, and first order logic [11]. However, it is established in the literature that machine learning is a good alternative to heuristic algorithms to solve NP-hard problems [12]. Another view of misinformation is that it is a major contributor to uncertainty in the world, which in turn significantly contributes to the carbon footprint. Machine learning helps in reducing the carbon footprint [13], including that from the uncertainty caused by misinformation. A further literature survey naturally shows a comprehensive use of machine learning and deep learning in conjunction with NLP techniques to address the problem.

In previous work, the first author of this paper surveyed the various approaches to securing trust specifically in online social networks [14], proposed some ideas [15] and explored some of the reasons why the problem of misinformation containment is unsolved despite the exhaustive research and a number of solutions [5]. The contribution of this work is in uniquely explaining the reasons based on a spectral analysis of the genuine and misinformation in the dataset. A thorough quantitative analysis of the determinants found that homogeneity of the communities in terms of their information consumption pattern is the primary driver for misinformation spread [16]. Other than that, to the best of our knowledge, this is the first work that attempts to explain using spectral analysis, why misinformation containment is mostly an unsolved problem.

III. DATASET AND PREPROCESSING

The LIAR dataset [17] contains around 12,800 short statements collected from various sources such as political debates, Facebook posts, news releases, and tweets that are labeled manually. There are six fine-grained labels for each of the 12,800 statements: true, mostly-true, half-true, barely-true, false, and pants-fire, indicating the degrees of truthfulness. For the purposes of this project, the labels were encoded into three categories, the first class consists of all true labels, the second class contains false, and the third class contains pants-fire statements. After encoding the labels, the dataset
has 1047 'pants-fire' statements, 2507 'false' statements, and 9237 'true' statements. After splitting the data into train, test and validation sets, the true and false statements in the train set downsampled to 839 statements in each of the three classes in order to get a balanced dataset. Since the language models such as BERT are pre-trained, not having a huge dataset is not an issue. Usual preprocessing of the dataset was done to make it ready for the classification task. For instance, to rule out any non-English occurrences in the statements, all statements containing non-ASCII characters were removed.

IV. METHODOLOGY

The statements in the dataset are converted into vectors using embeddings techniques based on BERT [18], S-BERT [19], which build upon the transformer architecture [20] and also on the Doc2VecC framework [21]. The embeddings project the statements into the latent feature vector space. A spectral analysis of the statement vectors is then performed using two substantially different techniques - the t-SNE [22] and PCA [23] algorithms depicting the actual labels. PCA is a linear approach, while t-SNE is a non-linear visualization technique. Hence the two are fundamentally different in their approach. The diversity in the representation learning, classification algorithms, and spectral techniques is to ensure that as much as possible, there is no bias in our conclusions that is attributable to the technique.

The dimensionality is reduced to two, so that the latent feature space can be visualized better. The analysis shows that the data is highly non-linear. The statements are then classified using two machine learning algorithms, Support Vector Machines (SVM) using the Radial Basis Function (RBF) kernel and K-Nearest Neighbors (KNN), which are known to perform well on non-linear data. These classification algorithms work in fundamentally different ways as well. The hyperparameters such as the kernel function used for SVM and the value of k for KNN are determined through the process of validation, trying out several alternatives and choosing the best ones. PCA and t-SNE are run again on the data, but this time, depicting the predicted labels. A number of useful conclusions can be drawn from the analysis as detailed in the following sections.

V. EXPERIMENTS

A. Statement Embeddings using BERT

The pre-trained model called bert-base-uncased from the Huggingface open-source library is used to vectorize the statements. The dataset is downsampled to make it balanced. The final generated vectors are present in a 2D array with 2517 rows and 768 embedding dimensions. The results of PCA and t-SNE are visualized in Fig. 1a and Fig. 1b.

B. Statement Embeddings Using Doc2VecC

The Doc2VecC framework [21] represents a document as an average of the word embeddings of randomly sampled words in that document. Word embeddings generated by the Doc2vecC with respect to the context are reported to be significantly better than those generated by Word2Vec [21]. The Doc2VecC framework represents a document as an average of the word embeddings of randomly sampled words in that document. An additional corruption model is included in the algorithm that gives more importance to informative words and suppresses common words by using data-dependent regularization. The original Doc2VecC algorithm produces a vector consisting of 100 dimensions. For this project, it is changed to 256 dimensions to capture more features from each statement. The visualizations using PCA and t-SNE are shown in Fig. 2a and Fig. 2b.
C. Statement Embeddings Using Sentence-BERT

Sentence-BERT (SBERT) [19] is a modification of the pre-trained BERT algorithm. SBERT embeds sentences faster and more accurately in comparison to BERT and its optimized variant, RoBERTa. This model maps sentences and paragraphs to a 384-dimensional vector and can be used for tasks like clustering or semantic search. To vectorize the statements of the LIAR dataset, a pre-trained model “all-MiniLM-L6-v2” was applied. The result of the spectral analysis are shown in Fig. 3a and Fig. 3b.

D. Classification of the statements

Since this is a multi-class problem, the decision function for the SVM algorithm has been chosen to be “ovo,” which stands for “one-vs-one”. Based on our experiments during validation, for the KNN classifier, six nearest neighbors were considered (k=6), using Minkowski distance metric, uniform weights, and kd-tree structure.

VI. RESULTS

The performance results of classifications using SVM and KNN models for BERT, Doc2VecC and SBERT embeddings are shown in Table I. In addition to the usual metrics such as accuracy, precision, recall, and F1-score, since the dataset was originally not balanced, we also computed the Cohen’s Kappa score. For brevity, experiments on the imbalanced dataset are not included in this paper. The ROC curves are also not shown for the same brevity reasons. Instead the area under the ROC curves is tabulated in Table I.

VII. DISCUSSION

As shown in the spectral analysis with dimensionality reduced to the two most important latent features in Figures 1(c), 1(d), 2(c) 2(d), and 3(c), 3(d) and three latent features in Fig. 4a and Fig. 4b, there are no natural discernible clusters of the various classes. Each class of statements is spread across the feature space and the classes are not significantly distinguishable. None of the diverse embedding schemes used place the data points in natural clusters. Instead, they place the statement vectors from different classes next to or even coinciding with each other so much so that even classifiers like SVM with RBF kernel and K-NN that can classify highly non-linear data also cannot perform well. The numbers in Table I are indicative of this fact.

It must be noted that the visualizations are highly scaled down versions of the original feature space but are quite representative of the relative positions of the feature vectors. Because of the compacted feature space, many feature vectors overlap with each other making it appear as if there are clusters in some combinations of the embedding scheme and spectral method. Adding a dimension and visualizing the embeddings in 3D as in Fig. 4a and Fig. 4b does not help much. However, correlating such figures with the other figures, the dataset characteristics, and also the accuracy metrics in Table I, it can be concluded that in terms of the embeddings computed, there is not a substantial difference in the embeddings for the true and other classes of textual information.

This is true across the diverse embedding schemes that we used. The plots, which are of different shapes and distributions, indicate that the embeddings generated by the three frameworks are substantially different. Nevertheless, irrespective of the embedding scheme, the spectral analysis using two diverse techniques confirms our conclusion that the current representation learning approaches are unable to capture the varying degrees of truthfulness in textual information. Machine learning is primarily learning by similarity [24] [25]. Learning happens by discovering similarities and dissimilarities among data. In the case of misinformation detection, the representation learning is unable to discern among similarities and dissimilarities of the varying degrees of truth in the textual information.

VIII. CONCLUSION

The complexity of classifying truth from lies is explained in this work in an attempt to answer why the problem of mis-
information containment is unsolved. The work used multiple schemes of embeddings, spectral analysis, multiple supervised learning algorithms, and evaluation metrics to explain the reasons. Current representation learning does not significantly distinguish between true, false, and the "pants on fire" kind of information with varying degrees of truthfulness. In future, we plan to analyze the reasons from various perspectives and propose better solutions at performing the classification. We also plan to use more evaluation metrics, more spectral analysis methods, and do similar analysis of the text produced by generative AI as well. Another possible research direction is to invent a new embedding scheme for text that is capable of capturing the veracity of its information content.
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